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GRADIENT DIRECTIONAL EDGE CODING (GDEC) FOR EXPRESSION 
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Abstract:Facial Expression Recognition (FER) requires an effective Expression descriptor that 
can provide sufficient discrimination between different facial expressions. However, the existing 
FER methods are susceptible to noise, distortions and not able discriminate flat regions from 
noisy regions. Hence, this paper proposes a new Face descriptor called as Gradient Directional 
Edge Coding (GDEC) which encodes the expression components through the directional edges. 
Initially, GEDC finds the gradients for each pixel and then encodes them with their neighbor 
pixel’s support.  The support is assessed based on the deviation in the direction of corresponding 
neighbor pixel with the mean direction of a local region. Each pixel is encoded a 7-bit code word 
among which the six bits are belongs to the directions of neighbor pixels and one bit is sign bit. 
After describing the expression, the classification is accomplished through Support Vector 
Machine at different kernels.  Experimental validation on Standard CK+ dataset shows an 
accuracy of 94.6300% which is outstanding compared to the state-of-the-art methods.  

Keywords: Face Expression Recognition, Gradient Directions, Compass masks, Edge Detection, 
Accuracy.   

I. INTRODUCTION 

From the past few years, the Facial Expression Recognition has been gone through a 
huge research because it has a widespread applicability in different computer vision [1] related 
applications. Majorly the FER is employed in Human Computer Interaction (HCI), Security, 
Automatic Counseling Systems, face expression synthesis, lie detection, music for mood, 
automatic tutoring systems, driver fatigue detection etc. [2]. The main reason behind the 
significance of FER is the presence of facial cues which contributes more and more information 
towards expression synthesis. Among different cues of expression recognition like face 
expressions, hand gestures, and voices, the face expression contribute approximately 55% for 
human to human interaction. For instance, the robots can communicate easily with the people if 
they can analyze their emotional state by analyzing their facial expressions. Similarly, the FER 
can also assist for medical experts in health care systems to determine the mental statuses of 
patients such that they can improve their quality. In general, there exists two types of facial 
expressions, namely negative and positive expressions. The Former category includes anger and 
sad while the latter category includes happy and pleasure etc. The negative expression represents 
the unhealthy condition while positive expression reflects the healthy. Thus the FER can enhance 
the medical treatment for the patients by the analysis of their behavior [3], [4].   

Typically, the FER system is established through two major components, they are (1) 
Face Expression Descriptor and (2) Classifier. The first component describes the features of 
expressions in facial image while the second component classifies it based on the knowledge 
available. The provision of knowledge is done through different machine learning algorithms and 
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deep learning algorithms. The major research is done at the first component and researchers 
develops new and effective descriptors such that the recognition system can become robust for 
different real time issues like noise, illuminations, distortions, etc. Based on the methodology 
followed to describe an expression from facial images, the entire methods are categorized as 
Appearance based methods and geometry based methods [5-7]. The method in the latter category 
[8-10] describes the expression through facial geometry that includes the key elements such as 
Mouth, eye, ear and noise. Initially, these key components are extracted and their shapes, 
position, geometrical relations through Euclidean distances are used to describe the expression. 
But, they are not reliable and the tracking of expression through geometric features is a complex 
task. On the other hand, the appearance based methods uses texture as the features of 
expressions. For texture extraction, local and global filters are applied on the local region and 
overall facial region respectively. Compared to the geometric features, appearance features 
express more information and also much stable in nature.  

Appearance based methods are again categorized as global methods [11-14] and local 
methods [15-17]. In the former category, the entire facial region is considered as input and some 
fitters are applied over it to represent the expression. However, they are not able to explore the 
variations in local appearance at key component such as mouth, eyes etc. On the other hand, the 
local method initially segments the image into several segments and then each segment is applied 
to represent the expression based on the local statistical or texture information. Local appearance 
features are more effective in describing the expression as they encode all the expression 
attributes like edges, corners, curves those incur at key components. Thus, they have gained a 
superior performance in FER. Local Binary Pattern (LBP) [18] is one of the most prominent 
local appearance face descriptor which encodes the target pixel based on the intensities of 
neighbor pixels. Even though it is a simple, it experienced a hue information loss. Moreover, it is 
much sensitive to noises and non-monotonic illuminations. Even though some variants of LBP 
like Local Mean Binary Pattern (LMBP) [19] are proposed for FER, they also experienced the 
same problems. Moreover, LBP and LMBP were not concentrated on the specific discrimination 
between flat and noise pixels. They applied a common texture encoding for all the pixels in the 
facial image.  

Local Directional Number Pattern (LDN) is proposed by A. R. Rivera et al. [20] as an 
edge specific encoding technique which applies a preprocessing method to determine the edges 
before encoding the pixel. They applied Kirsch Compass Mask and Gaussian Masks to find out 
the edge responses of facial image. Further, the edge responses are encoded independently 
through LDN and fed to SVM for classification. However, the LDN produces similar codes for 
noisy and flat pixels as it is more prone to noise in the local region. Similar, M. T. B. Iqbal [16] 
also employed Kirsch Compass Kernel for edge responses extraction and discriminate the flat 
pixels from noise through the top two directions of edge responses. However, they allowed a 
constant threshold for encoding which is not robust for varying noise and contrast levels [21]. 
Broadly speaking, the major problems observed are as follows; 
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1. 8-Bit code: almost all the methods encoded each pixel in the facial image with an eight bit 
pattern.  

2. Less discrimination between flat, noisy and local distorted pixels: Even though edge coding 
techniques are effective, they didn’t provide a perfect discrimination between flat and noisy 
pixels.  

In order to sort out these problems, we propose a new face descriptor called as Gradient 
Directional Edge Coding (GDEC) that encodes each pixel in the facial image with a 7-bit code. 
Initially, the proposed method determines the strongest edge responses by applying different 
edge filters over facial image. Next, each pixel is encoded with the help of its neighbor pixels 
support. The directions of two neighbor pixels those have maximum support with center pixel 
are encoded as the GDEC code. Further, the GDEC coded image is described through a global 
face descriptor through histogram computation and then fed to classification. Here Support 
Vector Machine is employed for classification.  

The remaining paper is structured as follows; section II explores the particulars of 
literature survey. Section III explores the particulars of proposed GEDC method. Section IV 
explores the particulars of experimental validations and section V concludes the paper.  

II. LITERATURE SURVEY 

2.1 Handcrafted Methods 

 Recently, N. T. Cao et al. [22] firstly separated the facial image into equal sized non-
overlapping blocks. After successful division, each block is texture encoded using LBP method. 
Then they classified the emotion through Support Vector Machine (SVM) algorithm. They have 
been used three different types of images to validate the simulation results such as small, 
medium, & large. In [23], the authors concentrated on prime features of face. They are eyes, 
mouth, &nose and measured LBP for each feature. Later exclusive coding pattern is used for 
encoding and finally Multi-Layer Perceptron Neural Network (MLP-NN) classifier is used to 
classify the emotion. 
 Further, Min Huet al. [24] proposed a local feature descriptor called a Center-Symmetric 
Local Octonary Pattern (CS-LOP) which encodes the pixel by considering the gray value 
between center pixel and neighbor pixels in all eight directions along with the four pairs of center 
symmetric pixels. Along with CS-LOP, they extracted diverse features from pre-processed 
image, gradient feature maps. The classification is done with the SVM algorithm through RBF 
kernel.  
 Like LDN, In order to find out the directions of edges A. Vijaya Lakshmi, P. Mohanaiah 
[25] applied Gaussian & Gabor filters over the facial image.They used Gaussian attributes to 
remove noise sensitivity and Gabor attributes to remove view variance. They called the above 
method as Gradient Based Compact Binary Coding (GCBC). Like GCBC method Sammaiah et 
al. [26] introduced analogous method named as Edge Adaptive Local Direction Binary Pattern 
(EALDBP). In EALDBP method, maximum top positive & negative responses are used to 
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encode the facial image. Further, Robinson & Gaussian Compass masks are considered to 
determine the edge responses. GCBC & EALDBP methods have three common disadvantages: 
(i) the length of the code is 8-bit (lengthy) (ii) effect of noise is more in local region (iii) There is 
no distinction made between flat and noisy pixels. 
 In [27], the authors extended the LBP method by including the covariance matrix of the 
input facial image. Extended LBP (ELBP) method is used for texture encoding & covariance 
matrix is used for reducing the dimensionality. The K-L Transform (KLT) is used for 
classification, followed by SVM. Directional wavelet transform (DIWT) is introduced by M. 
Abdul and R.S. Holambe [28] through which facial image is decomposed into directional 
wavelet sub-bands. Further, adaptive directional band is selected from each sub-band and 
denoted as LBP features. To abolish the noise from facial images, I.M. Revina et al. [29] 
proposed an Enhanced Modified Decision based Unsymmetric Trimmed Median Filter 
(EMDBUTMF). Further, LDN and Dominant Gradient Local Ternary Pattern (DGLTP) [30] is 
used for feature extraction and SVM is used for classification. Finally, the simulation results are 
validated using JAFFE and CK databases. 
 Sumeet Saurav et al. [31] introduced a different form of LTP named as Dynamic LTP 
(DLTP) [32]. It is used to extract the feature related to expression from facial image. Initially, 
facial region is located and registered for recognition system. Feature extraction is done using 
DTLP method & Principal Component Analysis (PCA) [33] is method is used for reducing the 
dimensionality. Finally, Multi-Class Kernel Extreme Learning Machine (K-ELM) [34] classifier 
is employed to recognize the face expression and validated the simulation results with RaF, 
JAFFE, RAF-DB, & CK databases. In [35], the authors proposed a new encoding method named 
as Center-Symmetric Local Magnitude Pattern (CS-LSMP) and hybrid feature extraction 
method. Facial patches, feature maps belong to Orientational Magnitude, Negative and Positive 
Magnitude, Gabor filter [36] are considered in CS-LSMP method. A super vector is formed by 
combining all these features and it is forwarded through SVM for classification with polynomial 
kernel. 

2.2 Deep Learning Methods  

Recently few authors are concentrated on Deep Learning algorithms to extract the 
features and classification because of their flexibility & supremacy. In the direction of such, H. 
Zhang et al. [37] proposed Image Edge Computing with Convolutional Neural Network (CNN) 
technique to recognize the facial expression. After the image normalization, each edge layer is 
extracted through CNN and then masked over facial image thereby the edges are preserved. 
Max-pooling layer is used to reduce the dimensions and softmax layer is used for classification. 

In [38], the authors collected the active units (AUs) of a facial image that were strongly 
associated to expression, and the resultant image is known as a partial image. Further, 
Expression metric Loss Function is used to get the dissimilarities between intra & inter classes. 
Finally, the classification and expression metric losses are optimized as part of the joint 
optimization. 



Vol. 21, No. 1, (2024) 
ISSN: 1005-0930 

 

JOURNAL OF BASIC SCIENCE AND ENGINEERING 

341 
 

Chang li et al. [39] proposed the combination of a series of “Long-Term Short Memory 
networks with Attention Mechanism (ALSTMs)” with “Spatial Attention CNNs (SACNN)” to 
enhance the discriminative power in FER. SACNN extracts the features from static images and 
ALSTMs explores the significance of landmarks in FER. The landmarks are categorized into 
seven groups and each group is subjected to the extraction of geometric features.   

The deep model based three stage FER system is proposed by Jun Liu et al. [40]. At the 
beginning, to decrease intra-class differences, a pose-guided facial alignment is performed. Next, 
LBP, Edge Histogram Descriptor (EHD), & Pyramid Histogram Orientation Gradient (PHOG) 
are used as part of a hybrid feature extraction method. ResNet [41] and VGG-16 [42] are 
considered for the purpose of classification. 

By considering feature extraction, Deep learning methods are easy when compared to 
handcrafted methods but they are limited in their ability to describe the expression in various 
conditions such as distortions, occlusions, & sounds. Further, there is no definite technique to 
distinguish noisy & flat pixels. Moreover, Deep learning features add more complexity when 
compared to the handcrafted features. 

III. PROPOSED METHODOLOGY 

3.1 Overview  

As depicted in Figure.1, the proposed methodology consists of two phases; they face 
expression representation and classification. The former phase represents the facial image 
through gradients followed by histograms. Under gradient formation, we employed totally three 
edge detection filters; they are Prewitt Filter, Kirsch Compass Mask (KCM) and Robinson 
Compass Mask (RCM). At first, the facial image is convolved with these three filters and based 
on the obtained edge responses, a gradient magnitude image and gradient direction image is 
constructed. Further, with the help of these two images, each pixel is encoded as a 7-bit code 
word. For encoding each pixel, we consider the support of its eight neighbor pixels and a priority 
is give more to the pixels those contribute more towards the edge passing through center pixel. 
The 7-bit code word consists of directions of two pixels with maximum Weightage. After, the 
encoded image is subjected to classification through SVM classifier.    
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Figure.1 Block diagram of proposed method 

 

3.2 Edge Detection  

Edges signify the local pixel intensity changes in the facial image. An edge is defined as 
set of connected pixels those formulate a boundary between two disjoint regions. Generally, 
there exists three types of edges; they are Vertical Edges, Horizontal Edges and Diagonal Edges. 
Edges play a significant role in the representation of expressions from a facial image. During the 
occurrence of expression, the facial components deform into different shapes and such kind of 
deformations can be regarded as edges. These edges can be extracted through edge detection 
filers and broadly there exists two types of filters; they are Gradient and Gaussian Filters. The 
gradient based edge filters regards the first order deviations of the facial image as edges and 
applies different filters including Robert, Prewitt and Sobel operators for their extraction. On the 
other hand, the Gaussian based edge filters regards the edges as second order deviations of the 
facial image and applies different filters like Canny, Laplacian of Gaussian (LoG) for their 
extraction. As the facial expression related components are more directional in nature, the 
extraction of such kind of attributes is possible with Gradient based filters only. Hence we 
employed totally four types of edge detection filters namely Prewitt, Sobel, kirsch and Robinsons 
operators. The details of these operators are explored din the following subsections; 

3.2.1 Prewitt   

Prewitt operator [43] is generally employed for the detection of edges in images. It 
detects the edges in two directions; they are vertical direction and horizontal direction. Prewitt 
operator applies derivative masks to derive the edges from images. Hence, it can also be called as 
derivative masks or derivative operators. The derivatives should be derived in such a way the 
sum of all elements is equal to zero and opposite sign must be there in the mask. Since we need 
to extract the edges in differ directions, the basic Prewitt operator is rotated with an angel of 450. 
Thus, we get totally eight derivative masks for Prewitt operator, as shown in Figur.2. At each 
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rotation, one mask is derived based on the coefficients in the earlier derived mask. The edge 
responses at each mask are shown in Figure.3. 

 

Figure.2 Prewitt mask in eight directions 

 

Figure.3 Edge responses of Prewitt operator in eight directions 

3.2.2 Kirsch Compass Mask (KCM) 

KCM [44] is an edge directional mask and regarded as a non-linear edge detection filter. 
KCM determines the maximum edge response after the accomplishment of its eight kernels in 
eight directions. KCM takes one mask as a base mask and rotates it to get the masks in different 
directions such as (1) North East (NE), (2) East (E), (3) South East (SE), (4) South (S), (5) South 
West (SW), (6) West (W), (7) North West (NW) and (8) North (N). The edge magnitude is 
calculated as the maximum magnitude among the obtained edge responses in eight directions. 
The kernel size is uniform and it is kept as   3 × 3. Figure.4 shows the different masks of KCM 
and their edge responses are shown in Figure.5.  
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Figure.4 Different Kernels of KCM 

 

Figure.5 Edge responses of KCM in eight directions 

3.2.3 Robinson Compass Mask (RCM) 

Similar to KCM, RCM [45] also one of the most popular edge directional mask and 
employed totally in eight directions such as N, NW, W, WS, S, SE, E, and NE. The major 
difference between KCM and RCM is filter coefficients. As the KCM consist of multiple types 
of values, the RCM consists of only 0, 1 and 2. RCM is symmetric in nature hence eth edge 
responses obtained in one direction are symmetric with the edge responses obtained in the 
opposite direction. For instance, if the edge response of a pixel in the second direction is 123, 
then the edge response of a pixel in the sixth direction is -123. Thus out of eight edge responses, 
we consider only four responses and the size of each mask is kept as   3 × 3. Figure.6 shows 
different masks of RCM at different directions and the corresponding edge responses are shown 
in Figure.7.    
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Figure.6 Different masks of RCM 

 

Figure.7 Edge responses of RCM in eight directions 

3.3 Gradient Attributes  

The proposed encoder looks for the Edge properties passing through the pixel.  So our 
method initially calculates the gradient magnitude and gradient directions of every pixel of the 
input facial image.Consider a facial image P of size 𝑀 × 𝑁.  In the above edge detection process 

through different filters, we get tally four responses for each pixel. Consider 𝑅 (𝑚, 𝑛) is the 

response obtained by the convolution of ith kernel and 𝑅 (𝑚, 𝑛) be the response obtained by the 

convolution of jth kernel, the gradient magnitude (𝐺 (𝑚, 𝑛))and Gradient direction (𝐺 (𝑚, 𝑛)) 

of the pixel at (𝑚, 𝑛)is calculated as 

𝐺 (𝑚, 𝑛) = 𝑅 (𝑚, 𝑛) + 𝑅 (𝑚, 𝑛) (1) 

 

𝐺 (𝑚, 𝑛) = tan
( , )

( , )
(2) 

Further 𝑅 (𝑚, 𝑛) and 𝑅 (𝑚, 𝑛)are calculated as 

𝑅 (𝑚, 𝑛) = 𝑃(𝑚, 𝑛) ∗ 𝐾 (3) 
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And  

𝑅 (𝑚, 𝑛) = 𝑃(𝑚, 𝑛) ∗ 𝐾     (4) 

Where 𝐾  and 𝐾  are the two masks orthogonal to each other. Since there exists eight directions, 

each mask have an orthogonal mask and thus each pixel can be represented by four gradient 
magnitudes and four gradient directions.From these four gradient magnitudes and directions, the 
final gradient magnitude and gradient direction are calculated as 

𝐺 (𝑚, 𝑛) = max 𝐺 (𝑚, 𝑛)∀𝑖 ∈ [1,2,3,4](5) 

And  

𝐺 (𝑚, 𝑛) = max 𝐺 (𝑚, 𝑛)∀𝑖 ∈ [1,2,3,4]   (6) 

Where 𝐺 (𝑚, 𝑛) is the final gradient magnitude and 𝐺 (𝑚, 𝑛) is the final gradient direction of 
the pixel at position (𝑚, 𝑛).  The size Gradient magnitude image and Gradient direction image is 
equal to the size of input image P.  

3.4 Encoding  

The proposed encoding scheme looks for the presence of properties of edge passing 
through center pixel. For this purpose, we consider the gradient magnitude and orientation from 
above calculations. To encode each pixel, we compute the Weight of Gradient Direction (WGD) 
at each of its eight neighbor pixels. The proposed encoder searches for the edge segments those 
were passing through center pixel and neighbor pixels. These kinds of pixels are termed as 
neighbor edge pixels. The proposed method concentrates at the determination of support of 
neighbor edge pixels and it is determined with the help of their gradient orientations. To 
determine such kind of edges, the proposed encoder defined eight template orientations based on 
the eight compass masks [46]. If the gradient orientation at any neighbor edge pixel is analogous 
to the template orientation, the encoder considers it as a supporting pixel. At this study, we use 
the Gaussian distribution to ensure larger weight for the neighbor pixel if it is closer to the 
template orientation. The Gaussian weight for a gradient orientation at ith neighbor pixel is 
measured as   

 

𝑊 =
√

𝑒 ( ) ⁄ (7) 

Where 𝜃  is the gradient orientation at ith neighbor pixel and 𝜇 is the mean and𝜎 is standard 
deviation of gradient orientations of the given template of size 3 × 3. According to the earlier 
discussion, the gradient magnitude has significant importance in signifying the edgeness of a 
pixel because the higher value of gradient magnitude indicates the presence of prominent edge. 
Hence, we combined the Gradient magnitude with gradient direction and derived a new measure 
called as WGD Score (WS), as  
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𝑊_𝑆 =
𝐺 × 𝑊 , 𝑖𝑓 𝐺 ≥ 𝜑  

0,                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
    (8) 

Where 𝜑 is referred as threshold based on which the neighbor edge pixels are determined. 𝜑 is 
used to filter the edge responses from flat featureless regions which have very less contribution 
towards face expression recognition. Eq.(8) obtains a larger value for a neighbor pixel with 
gradient magnitude larger than the threshold and gradient orientation matching with template 
orientation.  

In general, any facial expression is expressed with the help of several edge components 
like line-end, Curve, Corners and Straight edge. For example, the eyes and mouth looks like 
corners while the lips, eyelids and eyebrows looks like curved edges. So, to characterize an edge 
component, we need two pixels and hence the proposed encoder determines two neighbor edge 
pixels those are maximum close direction with the direction of center pixel. Based on the 
obtained 𝑊_𝑆 , we choose two most prominent edge directions through  

𝜃 = 𝑎𝑟𝑔𝑚𝑎𝑥2(𝑊_𝑆 ; 𝑖 = 0 𝑡𝑜 7)(9) 

The above Eq.(9) returns indices of two maximum weights from the given set of eight 
weights. These two indices indicate the directions of neighbor pixels in the given template. 

Consider 𝑑  as 𝜃  and 𝜃 , as primary direction and secondary directions. As discussed earlier, 

the darker pixels lies at one side of edge and brighter pixels lie on the other side, an indicator 
need to be assigned to differentiate the direction. For this purpose, a sign bit is added to the 
direction𝜃 . The sign information is added before the Most Significant Bit (MSB) of  𝜃  as 

𝜃 = 𝜃 + 𝑠𝑖𝑔𝑛(10) 

Here, the direction 𝜃  is represented with seven bits (three bits for positive direction and three 
more bits for negative direction a done bit for sign). The first bit signifies the sign, second three 
bits signifies the primary direction and last three bits signifies the secondary direction.  In most 
of the cases, the sign of secondary direction is same as the sign of primary direction, we didn’t 
consider it. Hence, we add sign for primary direction such that the code redundancy can be 
achieved. Finally, the code of center pixel is obtained as 

𝐶 = 2 × 𝜃  (11) 

Where C is a 7-bit code which discards the effect of insignificant spurious codes in the 
classification stage. For the pixels in flat regions, we assign a default value of 128 = 2 . Since 
the remaining edge pixels are encoded with 7-bit code pattern, to ensure the uniformity, the flat 
regions are also encoded with 7 bits and the equivalent decimal value of 2  is 128.  

IV. EXPERIMENTAL ANALYSIS 

Herein the following section, we explore the performance of proposed FER system by 
validating it over several standard benchmark and publicly available databases. For the 
experimental validation, we used MATLAB tool. Herein this section, initially, we demonstrate 
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the details of databases used a
comparative analysis.  

4.1. Databases  

For experimental validation, w
facial expression database named as 
number of samples for each expression, resolution, number of expression types etc. are discussed 
here. CK+ dataset is one more popular and facial expression dataset which consists of totally 486 
sequences. All these images under this datase
composed of both posed and non
as 490 × 640. All the images are of .PNG format and some samples images are shown in 
Figure.8. Here, every sequence 
corresponding expression after some time. 
namely Neutral, Contempt, Disgust, Fear, Sad, Happy, Angry and Surprise

 
 

  

  

(a) (b) (c) 

Figure.8 Samples from CK+ dataset (a) Surprise (b) Angry (c) Happy (d) Sad (e) Fear (f) Disgust 
and (g) Neutral 

 

4.2 Results  

Under the simulation with 
class expression simulation and 6
number of expressions considered is
Happy, Angry and Surprise. For the second simulation study, we excluded 
and the reaming expressions are considered as it is.Moreover, the simulation is done for three 
different combinations; such as Prewitt with GDEC, RCM with GDEC and KCM with GDEC. 
For all these simulations, the total number of facial images used for testing is 1488 (Angry 
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the details of databases used and then the details of performance metrics followed by 

For experimental validation, we used standard and publicly available and benchmark 
named as Cohn-Kanade (CK+) [47]. The details of the 

number of samples for each expression, resolution, number of expression types etc. are discussed 
CK+ dataset is one more popular and facial expression dataset which consists of totally 486 

sequences. All these images under this dataset are acquired with the help of 97 subjects. It 
composed of both posed and non-posed expressions and the resolution of each image is observed 

All the images are of .PNG format and some samples images are shown in 
. Here, every sequence has a neutral expression at starting and it rises to the 

corresponding expression after some time. The emotions present in this dataset are 8, they are 
namely Neutral, Contempt, Disgust, Fear, Sad, Happy, Angry and Surprise. 

   

   

(d) (e) (f) 

Samples from CK+ dataset (a) Surprise (b) Angry (c) Happy (d) Sad (e) Fear (f) Disgust 

Under the simulation with CK+ dataset, we conduct two kinds of simulations; they are 7
class expression simulation and 6-class expression simulation. Under first simulation, the total 
number of expressions considered is seven; they are namely Contempt, Disgust, Fear, Sad, 

. For the second simulation study, we excluded Contempt
and the reaming expressions are considered as it is.Moreover, the simulation is done for three 
different combinations; such as Prewitt with GDEC, RCM with GDEC and KCM with GDEC. 

ese simulations, the total number of facial images used for testing is 1488 (Angry 
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e used standard and publicly available and benchmark 
e details of the database, i.e., 

number of samples for each expression, resolution, number of expression types etc. are discussed 
CK+ dataset is one more popular and facial expression dataset which consists of totally 486 

t are acquired with the help of 97 subjects. It 
posed expressions and the resolution of each image is observed 

All the images are of .PNG format and some samples images are shown in 
has a neutral expression at starting and it rises to the 

The emotions present in this dataset are 8, they are 

  

  

(g) 

Samples from CK+ dataset (a) Surprise (b) Angry (c) Happy (d) Sad (e) Fear (f) Disgust 

conduct two kinds of simulations; they are 7-
class expression simulation. Under first simulation, the total 

, Disgust, Fear, Sad, 
Contempt expression 

and the reaming expressions are considered as it is.Moreover, the simulation is done for three 
different combinations; such as Prewitt with GDEC, RCM with GDEC and KCM with GDEC. 

ese simulations, the total number of facial images used for testing is 1488 (Angry – 231, 



Vol. 21, No. 1, (2024) 
ISSN: 1005-0930 

 

JOURNAL OF BASIC SCIENCE AND ENGINEERING 

349 
 

Contempt – 165, Disgust – 193, Fear – 187, Happy – 267, Sadness – 130 and Surprise - 315). 
The confusion matrices obtained at these simulation studies are shown here; 

 

Table.1Confusion matirx of 7-class expression simulation with KCM plus GDEC over 
CK+ dataset 

  Angry Contempt Disgust Fear Happy Sadness Surprise Total 

Angry 208 2 4 5 6 4 2 231 

Contempt 3 148 3 3 1 7 0 165 

Disgust 6 0 184 3 0 0 0 193 

Fear 5 2 0 173 0 7 0 187 

Happy 6 0 1 0 256 0 4 267 

Sadness 4 2 1 6 1 116 0 130 

Surprise 2 0 2 0 0 0 311 315 

Total 234 154 195 190 264 134 317 1488 

 

 

 

 

Table.2 Confusion matirx of 7-class expression simulation with RCM plus GDEC over 
CK+ dataset 

  Angry Contempt Disgust Fear Happy Sadness Surprise Total 

Angry 195 2 9 10 8 5 2 231 

Contempt 5 140 5 5 1 9 0 165 

Disgust 5 2 180 4 1 0 1 193 

Fear 10 0 4 163 0 10 0 187 

Happy 5 0 0 0 260 0 2 267 

Sadness 3 2 2 7 0 116 0 130 
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Surprise 8 2 6 2 2 0 295 315 

Total 231 148 206 191 272 140 300 1488 

 

Table.3 Confusion matirx of 7-class expression simulation with Prewitt plus GDEC over CK+ 
dataset 

  Angry Contempt Disgust Fear Happy Sadness Surprise Total 

Angry 187 4 9 10 10 8 3 231 

Contempt 5 136 8 4 2 9 1 165 

Disgust 10 4 165 2 4 2 6 193 

Fear 11 1 2 160 1 11 1 187 

Happy 9 1 1 1 249 1 5 267 

Sadness 4 2 2 9 1 111 1 130 

Surprise 9 3 8 3 4 1 287 315 

Total 235 151 195 189 271 143 304 1488 

 

According to the confusion matrix shown in Table.1, the diagonal values denotes the 
True Positives for every expression, means the correctly recognized samples. For instance, 
consider the firs row, the total number of samples used for testing are 231 and the total number 
of sample recognized correctly are 208. Similarly, the total number of correctly recognized 
surprise samples is 311 out of 315 input samples. Here the 311 is called as True positive (TP) 
and the summation of remaining sample sin each row is called as False Negative (FN). For a 
given input facial image with one expression, if the system recognized it as it is then it is counted 
under TP otherwise it is counted under FN. From the above tables, we can observe that the 
surprise has gained more number of TPs while the least number of TPs are gained for Sadness. 
Since the sad expression resembles its facial features with Fear and neutral, the recognition 
system misclassifies it and results in more FNs.Next, from the three tables, we can also observe 
that for each expression, the TP count is high for the combination of KCM with GDEC while it 
is low for the combination of Prewitt with GDEC. For example consider the expression, 
contempt, the total TPs for KCM with GDEC are 148 while for RCM with GED and Prewitt with 
GEDC it is observed as 140 and 136 respectively. From all these values, we compute the F-score 
which resembles the expression level detection performance. A higher value of F-score denotes 
the better detection capability while the lower value of F-score denotes the poor detection 
capability. For the 7-class expression, the obtained F-score at three different simulations is 
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shown in Figure.9 and for 6-class expression simulation, it is shown in Figure.10. From these 
two figures, we can observe that the maximum F-score is obtained for 6-class expression 
simulation. As there exists less number of expression in 6-classexpression simulation, the 
recognition system would have a clear knowledge about the expression features and it recognizes 
every expression accurately.  
 

 

Figure.9 F-score for 7-class expression simulation 

 

Figure10 F-score for 6-class expression simulation 

As the number of expressions increases, the similar features also increases which makes 
the system confused and results in the higher false positives. For 7-class expression, the average 
F-score for the combination KCM with GDEC is observed as 93.0848% while for remaining 
combinations, it is observed as 89.8110% and 86.1579% for RCM with GEDC and Prewitt with 
GEDC respectively. Similarly,for 6-class expression, the average F-score for the combination 
KCM with GDEC is observed as 95.8963% while for remaining combinations, it is observed as 
91.6223% and 89.3525% for RCM with GEDC and Prewitt with GEDC respectively. 
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Figure.11 shows the overall recognition accuracy at two simulation studies with varying 
combinations. From the results, the maximum accuracy is observed for KCM with GDEC and 
minimum accuracy is observed for Prewitt with GDEC. The average accuracy of KCM with 
GDEC for 7-class expression is observed as 93.4520% while for 6-class expression simulation, it 
is observed as 95.8214%, hence the average accuracy is 94.6367%. For the remaining 
combination such as RCM with GDEC and Prewitt with GDEC, the average accuracy is 
observed as 90.4575% and 89.2235%. From the results, we can see that the accuracy of RCM 
and Prewitt is nearly same as the edge responses are almost same for these two filters. The edge 
filter coefficients of KCM are larger than the RCM, they boosted the edge features much 
effectively such that the key components of facial expression are highlighted.    

 

Figure.11 Recognition Accuracy at different simulations 

C. Comparison and Discussion  

The comparison is carried out here to explore the significance of proposed contribution in 
the improvisation of recognition accuracy in FER system. LBP [22] is the simple and effective 
method which can represent the facial features based on their textures. However, due to the 
comparison with center pixel’s intensity, it lasts much information.  Moreover, they don’t 
explore even a small hint about the movements of facial expressions. LDP [15] and LDN [20, 
29] concentrated on the inclusion of directional movements of facial expressions, and encoded 
each pixel with the corresponding gradient magnitude and direction. However, they didn’t 
highlight the difference between noisy and flat pixels.  As they are similar in pixel intensities, 
they can be encoded with same code words and creates an ambiguity for recognition system.  
Some authors employed transformations before subjecting the image for encoding. M. Guoet al. 
[27] applied KL Transform which breaks the correlation property of image thereby results in 
improper discrimination between expressions. Similarly, Sumeet Saurav et al. [31] employed 
PCA which is a dimensionality reduction technique that discards most of the information form 
facial image. Les information can’t make the recognition system robust, means it become subject 
specific or environment specific or gender specific. Such kind of system can’t be called as 
robust. Unlike all these methods, [25] and [26] encoded the each pixel of facial image through 
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their gradients after processing them through different compass masks. However, they encoded 
each pixel with a 8-bit code word which has slightly more computational complexity. Further, 
they didn’t discriminate between edges, corners, and curves etc. which are main components in 
the FER. Unlike all the above methods, the proposed GEDC encode the directions of edges 
passing through center pixel thereby it can encode almost all texture primitives such as corners, 
edges and lines. The GEDC considered each facial expression as different set of edges and 
proposed an optimal encoding technique for every primitive. Moreover, the GEDC is a 7-bit 
code and reduces the storage burden as well as computational complexity and both training and 
testing.   Hence, it had gained superior recognition accuracy than all the state-of-the-art methods.   

Table.4 Accuracy Comparison between proposed and existing methods 

Reference Method  Accuracy 
(%) 

Database  

N. T. Cao 
et al. [22] 

LBP and 
SVM 

81.3000  CK+ 

T. Jabid et 
al. [15] 

LDP 92.7552 CK+ 

A. R. 
Rivera et 
al. [20] 

LDN 
with 
SVM 

86.5500 CK+ 

M. Guo  et 
al. [27] 

Extended 
LBP with 
KL 
transform  

92.7552 CK+ 

I. M. 
Revina, 

and W.R. 
Sam 

Emmanuel 
[29] 

LDN 
with 
DGLTP 

88.6300 CK+ 

S. 
Sammaiah, 
and K. V. 
Rao [26] 

EALDBP 
with 
SVM 

92.5922 CK+ 

A. Vijaya 
Lakshmi, 

P. 

GCBC 
with 

92.6971 CK+ 
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Mohanaiah 
[25] 

SVM 

Sumeet 
Saurav et 
al. [31] 

PCA 
with 
DTLP 
and 
KELM 

66.1000 CK+ 

 

 

 

 

Proposed 

Prewitt 
with 
GEDC 
and SVM 

89.2235  

 

 

 

 

CK+ 

RCM 
with 
GEDC 
and SVM 

90.4575 

KCM 
with 
GEDC 
and SVM 

94.6367 

 

V. CONCLUSION 

FER system is mainly dependent on the face expression descriptor which can provide 
sufficient knowledge about the expression as well as discriminates between different 
expressions. Towards such intention, this paper proposed a new face texture descriptor called as 
GEDC which encodes the directions of facial movements. The GEDC is a 7-bit code word 
constructed based on the direction of two neighbor pixels those have maximum support with the 
target pixel. To identify direction, a sign bit is added and made it as 7-bit code word. As a 
preprocessing, the proposed method applied different edge detection filters like KCM, RCM and 
Prewitt. Each edge responses is encoded with GEDC and processed through SVM for 
classification. The obtained results on CK+ dataset shows that the KCM can encode the 
expression much effectively as it gained better accuracy compared to other filters. Moreover, the 
comparison of proposed method with other state-of-the art methods had proven its outstanding 
performance.  
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