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Abstract—The House Price Estimator system aims to compare an efficiency of the two 
popular machine learning algorithms, linear regression, and XGBoost, in predicting the 
selling price of a house. The proposed system will involve collecting a dataset of historical 
real estate transactions and selecting relevant parameters such as location, square footage, 
number of rooms and bathrooms, and other amenities. The data will be pre-processed, 
cleaned, and transformed to prepare it for modeling. The linear regression and XGBoost 
algorithms will be implemented and trained on the same dataset, and their performance 
will be evaluated using a range of measures, including R-squared, mean squared error, and 
root mean squared error. 

The ultimate goal of the proposed system is to determine which algorithm produces more 
accurate and reliable predictions and can be used to build an effective house price 
estimator. The results of this proposed system can help the buyers, the sellers, and the real 
estate personnel to derive informed decisions about pricing and selling houses. 
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Introduction 

The construction industry is a dynamic and complex system, where various parameters like 
location, size, amenities, and many more features can influence the selling price of the property. 
Accurately predicting the price of a house is a critical task for buyers, sellers, and real estate 
professionals, as it can help them make informed decisions about buying, selling, or renting a 
property. To develop a ML model to predict the selling/buying price of a property based on 
various features. The performance of two popular algorithms, linear regression, and XGBoost, in 
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predicting the price of the house. Simple and popular, linear regression is an algorithm. for 
regression tasks, while XGBoost is a more complex and powerful algorithm that can handle 
complex relationships between features. The dataset for this proposed system will be collected 
from historical real estate transactions and will contain various features such as location, square 
footage, number of bedrooms and bathrooms, and other amenities. The data will be pre-
processed, cleaned, and transformed to prepare it for modelling. Here both linear regression and 
XGBoost algorithms are implemented and train them on the same dataset. The performance of 
the models will be evaluated using several metrics like as mean squared error, root mean squared 
error and R-squared. The results of this proposed system can be used to build an accurate and 
reliable house price estimator that can assist buyers, sellers, and real estate professionals in 
making informed decisions. By comparing the performance of linear regression and XGBoost 
algorithms, we can determine which algorithm produces more accurate and reliable predictions 
and can be used to build an effective house price estimator. 
 

LITERATURE REVIEW 

[1] The study emphasises how crucial it is to have a precise model for predicting property prices 
in order to promote socioeconomic growth and public welfare. Using accessible datasets, the use 
of machine learning methods including Random Forest, Decision Trees, and Linear Regression is 
investigated for the purpose of predicting home values. The study made use of housing datasets 
from Carnegie Mellon University's StatLib library, which had 13 feature variables and 506 
sample data. The study recognises that a variety of characteristics, including location, area, and 
the number of rooms, have a significant impact on housing costs; thus, all of this information is 
necessary to anticipate the price of a particular home. In order to examine the diverse effects of 
characteristics on prediction techniques, the study compares and contrasts a number of 
sophisticated models. 
[2]The paper highlights the significance of precise house cost forecasts for potential buyers who 
are cautious approximately their budgets and advertise techniques. The objective of the paper is 
to estimate coherent house costs for non- householders based on their money related 
arrangements and yearnings. The paper employments relapse procedures such as Numerous 
straight, Edge, Rope, Flexible Net, Slope boosting, and Ad Boost Relapse to foresee house costs 
on a dataset. The think about analyzes the past stock and passage ranges, and figures 
improvements to appraise conjectured costs. The paper points to help dealers in assessing the 
offering fetched of a house precisely and to offer assistance individuals foresee the correct time 
slap to amass a house. Related variables that affect the fetched such as physical conditions, 
concept, and area, are too taken into thought. Generally, the paper gives important bits of 
knowledge into the utilize of relapse procedures for house cost forecast and highlights the 
significance of exact expectation models for making well-informed choices in the genuine 
domain industry. The consider is advantageous for both dealers and buyers who are cautious 
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approximately their budgets and advertise methodologies. 
[3] The paper highlights the importance of lodging cost forecast models in setting up genuine 
domain approaches and anticipating future lodging costs in the US lodging advertise. The ponder 
utilizes machine learning calculations such as C4.5, RIPPER, Naïve Bayesian, and AdaBoost to 
create a lodging cost forecast demonstrate based on the lodging information of 5359 townhouses 
in Fairfax Province, Virginia, accumulated by the Numerous Posting Benefit (MLS) of the 
Metropolitan Territorial Data Frameworks (MRIS).The inquire about compares the classification 
precision execution of the distinctive machine learning calculations and proposes an made strides 
lodging cost expectation show to help a house dealer or a genuine domain specialist in making 
better-informed choices based on house cost valuation. The RIPPER calculation reliably beats 
the other models in the execution of lodging cost forecast, based on precision. Generally, the 
paper gives important bits of knowledge into the utilize of machine learning calculations for 
lodging cost forecast and highlights the significance of exact expectation models in helping 
house dealers or genuine estate agents in making better-informed decisions 
 

Fig 1: Dataset 
 The study is useful for individuals and organizations involved in the US housing market, 
particularly in the development of real estate policies and strategies for future housing price 
predictions. 
[4] Talks about the application of machine learning in foreseeing house costs in a little town in 
the West Godavari locale of Andhra Pradesh. The proposed work employments principal 
machine learning calculations such as choice tree classification, choice tree relapse, and 
numerous straight relapse, which are executed utilizing the Scikit-Learn machine learning 
apparatus. The input highlights utilized in the demonstrate incorporate the number of rooms 
accessible in the house, the age of the house, transportation accessibility, adjacent schools, and 
adjacent shopping centres. The show makes a difference clients to foresee the accessibility of 
houses in the city and too to anticipate the costs of the houses. The article reports that the 
execution of different direct relapse is way better than that of choice tree relapse in foreseeing 
house costs. This may be due to the truth that different straight relapse is a more progressed 
calculation that can handle complex connections between the input highlights and the yield 
variable. The creators recommend that future work seem include planning a dataset with more 
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highlights and utilizing more progressed machine-learning methods to build the house cost 
forecast demonstrate. This is a great proposal, as ore highlights may possibly make strides the 
exactness of the show, and progressed strategies like neural systems or slope boosting could 
move forward the execution indeed assist. By and large, this article highlights the value of 
machine learning in anticipating house costs and gives a great beginning point for assist 
investigate in this area. 
[5] The inquire about paper points to foresee lodging costs based on different relapse strategies 
utilizing each essential parameter that is considered whereas deciding the cost. The proposed 
framework proposes a framework that makes ideal utilize of Direct Relapse, Woodland relapse, 
Boosted relapse, and Neural systems to give an precise forecast of lodging costs. The framework 
points to fulfil clients by giving exact yield and avoiding the hazard of contributing in the off-
base house. Real-time neighbourhood points of interest utilizing Google maps can be utilized to 
get correct genuine- world valuations. The proposed framework can be overhauled with extra 
highlights for the customer's advantage without exasperating its centre usefulness. A future 
upgrade may be the expansion of bigger cities to the database to permit clients to investigate 
more houses, get more precision, and come to a legitimate choice. The proposed framework 
addresses the need of straightforwardness in the genuine domain industry and gives an 
arrangement for clients to make educated decisions. 

PROPOSED SYSTEM 

Predicting house prices using linear regression involves using historical data on house prices and 
related features such as the number of bedrooms, the size of the house, location, and age of the 
house, to create a predictive model. Here is a basic methodology for house price prediction using 
linear regression: 

1. Data collection: Collect data on house prices and related parameters like as the place, size, 
number of     bedrooms, age, etc. This data can be obtained from public databases, real 
estate websites, or other sources. 

2. Data preparation: Clean and prepare the data for analysis. This may involve removing 
missing values, outliers, or irrelevant data. 

3. Feature selection: Select relevant features that are most likely to impact the house price. 
For example, location, size, and age of the house are common features used in house price 
prediction. 

4. Data splitting: seperate the data into training and testing sets. The training set is used to 
build the predictive model, and the testing set is used to evaluate the accuracy of the 
model. Model building: Build a linear regression model using the training data. The model 
will involve selecting appropriate variables and tuning the model hyperparameters. 
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5. Model evaluation: Evaluate the performance of the model using the testing data. This may 
involve calculating metrics such as mean squared error, mean absolute error, and R- 
squared. 

6. Model improvement: If the model's efficiency is not satisfactory, refine the model by 
adjusting the model hyperparameters or selecting additional features. 

7. Deployment: Once the model is deemed satisfactory, it can be deployed to make 
predictions on new data. 

Note that this is just a basic methodology, and there are many other techniques that can be used 
to improve the accuracy of the model, such as regularization, feature engineering, and ensemble 
methods. 

Flow Chart 

 

Fig 2: Flowchart 

Dataset 

The dataset used in the House Price Estimator proposed system would typically contain 
various features related to the real estates transactions, such as location, square footage, number 
of bedrooms and bathrooms, and other amenities. The dataset could be collected from various 
sources such as real estate websites, property listing services, and public real estate databases. In 
addition to being sufficiently vast and diverse to guarantee that the model can produce correct 
forecasts for a range of locations, property kinds, sizes, and amenities, the dataset should also be 
sufficiently large to give the model numerous instances from which to learn. 
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 The dataset should also be preprocessed and cleaned to remove any missing values, outliers, or 
irrelevant data. 

Tools and Techniques 

Techniques used for the House Price Estimator proposed system are: 

1. Programming Languages: Python is used for libraries and frameworks. 
2. Libraries: libraries in Python used for machine learning tasks, such as Scikit-learn, 

XGBoost, Pandas, NumPy, Matplotlib, and Seaborn. 
3. Data Preprocessing Techniques: Data preprocessing techniques such as data cleaning, 

missing value imputation, feature scaling, and one- hot encoding are used to prepare the 
data for modeling. 

4. Evaluation Metrics: Evaluation metrics such as mean squared error, and root mean 
squared error is used to assess the performance of the model. 

5. Deployment Techniques: Techniques for      
6. web development frameworks can be used     to deploy the model in a real- world 

scenario. 

PROPOSED METHODOLOGY 

1. Defining a problem: The problem statement is to develop a machine learning model to 
predict the selling price of a house based on various features. 

2. Collect and preprocess the data: The data for the proposed system will be collected from 
historical real estate transactions and pre-processed to clean the data, handle missing 
values, and perform feature engineering to extract and transform relevant features. 

3. Divide the data into training and test sets: To assess the model's performance on 
unobserved data, the data will be divided into training and test sets. 

4. Choose and implement the model: The two machine learning algorithms chosen for the 
proposed system are linear regression and XGBoost. Both algorithms will be implemented 
using the sci-kit- learn library in Python. 

5. Train the model: The linear regression and XGBoost models will be trained on the 
training data using suitable training algorithms and hyperparameters. 

6. Evaluate the model: The performance of the models will be evaluated on the test data 
using various metrics such as mean squared error, and mean absolute error. 

7. Deploy the model: The final model can be deployed in a real-world scenario by creating a 
user interface and integrating the model with other systems. 

8. Monitor and update the model: The model  should be monitored regularly to ensure that it 
is performing well and updated periodically to incorporate new data or features. 
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Overview of Algorithms used : 

In the House Price Estimation, two machine learning algorithms are used : linear regression and 
XGBoost, to predict the selling price of a house based on various features. Here's how these 
algorithms work. 

Linear Regression: 

Linear regression, also known as logarithmic regression, is a statistical method that 
describes the relationship between an independent variable and a dependent variable or 
multiple independent variables by applying a linear regression equation to the underlying 
data.It tries to find the best-fit line that can predict the target variable (i.e. selling price) based 
on the input features (e.g. location, square footage, number of bedrooms, etc.).The linear 
regression algorithm assumes a linear relationship between the target variable and the input 
features, which means that the predicted value of the target variable is a linear relation of the 
input features. In this the Linear Regression class from the sci-kit-learn library in Python is 
used to implement linear regression. Once the model is trained, it can be used to make 
predictions on new data. 

XGBoost: 

XGBoost (Extreme Gradient Boosting) is a more complex and powerful algorithm that can 
handle complex relationships between functions. It is an ensemble learning algorithm that 
combines predictions from multiple decision trees to make a final prediction. XGBoost uses 
gradient boosting, which is a technique that iteratively adds decision trees to the model, each one 
trying to correct the errors of the previous tree. In this, the XGB Regressor class from the 
XGBoost library is used to implement XGBoost. Once the model is trained, it can be used to 
make predictions on new data. 
 

RESULTS 

The performance of the models is evaluated against experimental data using various metrics such 
as root mean square error, root mean square error, and R-squared. By comparing the 
performance of linear regression and XGBoost algorithms, we can determine which algorithm 
produces more accurate and reliable predictions and can be used to build an effective house price 
estimation model. 
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Fig 3: Linear Regression Graph 

 
Fig 4: XGBoost Graph 

 
Fig 5: Room Bhk Graph 

SCOPE OF THE PROPOSED SYSTEM 

The House Price Estimator has a wide range of future scopes, some are - incorporating additional 
features like there are numerous other features, such as crime rate, school district, transportation, 
and economic indicators that can significantly impact the selling price of a house. Incorporating 
these features in the model can improve the accuracy of property price estimator. Utilizing 
different algorithms: In the proposed methodology, compared the performance of linear 
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regression and XGBoost algorithms in predicting the selling price of a house. However, there are 
numerous other algorithms available for regression tasks, like decision trees, random forests, and 
neural networks. Building a recommendation system: The House Price Estimator can be used to 
build a recommendation system that can provide personalized recommendations to buyers based 
on their preferences and budget. The system can use machine learning algorithms to recommend 
houses that meet the buyer's criteria and are within their budget. 
 

CONCLUSION 

The House Price Estimation is a valuable application of machine learning in the real estate 
industry. By using algorithms such as linear regression and XGBoost, accurate prediction of 
selling price of a property based on several parameters becomes easy. This prediction can be 
useful for buyers, sellers, and real estate professionals to make informed decisions about pricing 
and selling houses. The results of  the proposed system can be useful for various stakeholders in 
the real estate industry. Buyers can use the house price estimator to make informed decisions 
about purchasing a property, while sellers can use it to price their property correctly and sell it 
quickly. Real estate professionals can use the estimator to advise their clients on pricing and 
selling strategies. In conclusion, the House Price Estimation technique is a valuable application 
of machine learning in the real estate industry. By accurately predicting the selling price of a 
house, buyers, sellers, and real estate professionals can make informed decisions and improve 
their outcomes. 
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