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ABSTRACT 
The objective of this paper is to early detect security camera tampering with the proposed 
algorithm to address the two major issues of camera tampering attacks such as camera defocus and 
camera-lens block. These anomaly events such as screen shaking, flickering, color casting and 
lens cover significantly impact the effectiveness of video surveillance systems. The purpose of the 
algorithm is to measure the distance between a moving object and the camera's field of view.  
Because of this close distance estimation can detect camera tampering earlier. To evaluate the 
performance of the proposed algorithm, three video datasets with various types of camera attacks 
were tested with 64 anomalous events in video sequences. The proposed algorithm demonstrated 
its efficiency with an average of 3.1% missing events and an average of 7.8% false alarms in the 
experimental results. 
Keywords: Camera Tamper, Video Content Analysis, Object Detection, Object Tracking, Object 
Distance, Camera Defocused, Camera-Lens Blocked, Focal Length, Anomaly Events. 
1. INTRODUCTION 
 Video surveillance systems known as CCTV cameras are deployed on every premise for 
safety purposes for monitoring illicit activity and crime prevention[1].In today's technologically 
advanced world, intelligent video analytics have replaced traditional video surveillance in most 
places. Consequently, it reduces the time and difficulties associated with long-term screen 
monitoring, and address the issue of cameras being left unattended by operators[2]. Additionally, 
the use of automatic systems has significantly improved content analysis performance. This shift 
towards intelligent video analytics has brought about transformative improvements in video 
surveillance technology. However, after the offender has entered the premises, first they tamper 
with the CCTV camera to prevent the crime from being captured. Therefore, camera tamper 
detection should be an essential initial component of intelligent video content analysis (VCA)[3] 
systems. Afterward, there should be a system that detects other abnormal events. 
Security Camera tampersAttack 
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 A camera tamper attack is asustained event that disturbs or blocks the video surveillance 
camera process. In order to secure tamper with cameras, the initially is to identify the various  

 
methods of camera tampering[4]. There are two most common Camera tampering attacks. One is 
the camera defocused and another is the camera lens blocked as in shown Figure 1.  It includes 
several types of camera tampering attacks. A defocused camera attack is one in which the focus of 
the camera direction changes the direction from the focused position based on the moved camera 
intentionally changing the camera focus or physically attacking and damaging the security camera. 
A camera lens-blocked attack is one in which the camera lens is partially or completely occluded 
by external objects based on spaying the foam or paint[5].Mostly, these incidents happen in ATMs 
and banking premises[6].  During the robbery, the offender aims to hide his identity, and robbery 
events are blocked to capture on the security camera.  
Research Objective 
 The objective of this article is to provide a solution for the above attack events involving 
changing focused image frames and a sudden change in block out image frames. The early camera 
tamper detection algorithm is a proposed methodology to detect early tamper and send alert 
notifications to security officers based on dynamic scene changes in camera object distance 
estimation. 
 The rest of this paper is organized as follows. Section 1 introduces a proposed method for 
early detection of camera tampering attacks and discusses the most common camera tampering 
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attacks. Section 2 examines previous studies on camera tamper detection-related works and 
tampering attacks in various methods. In Section 3, architecture for early camera tamper detection 
is proposed in video content analysis. Section 4 presents the experimental results and discussions, 
while Section 5 includes the conclusion and future research work. 
 
2. Related Work 

 
 Most previous literature studies focused on camera tampering attacks classified as 
defocussed, moved, and covered. Most researchers work on camera tamper detection based on 
sudden color changes, intensity histograms, and image edges. 
 Deng-Yuan Huang et al.[5] proposed an automated video surveillance system for rapidly 
detecting camera tampering and various abnormalities based on brightness analyses, image edges, 
histogram distribution, and high-frequency information. This method's abnormalities have focused 
on screen shaking, defocus, color cast, and screen flickering events.it is computationally efficient 
average of 4.4% of missed events. Gil-beom Lee et al. [4]proposed a novel unified camera tamper 
detection algorithm to detect the tampering attack types like covered, moved, and defocused. The 
algorithm measured the amount of edge pixels that disappear in the current frame from the 
background frame while excluding edges in the foreground and object information from the video 
analytics algorithms. The performance of the proposed algorithm tamper attacks are detected by 
comparing the difference between the EDR and the AEDR, with the adaptive threshold reflecting 
environmental conditions. Pranav Mantini et al.[7] Researchers have proposed a large-scale 
synthetic dataset called the University of Houston Camera Tampering Detection dataset (UHCTD) 
to test and develop camera tampering detection methods. It consists of a total of 576 tampers with 
over 288 hours of video captured from two surveillance cameras. The algorithm used four 
classifications, Alexnet, Resnet18, Resnet50, and Densenet161, to detect four classes of images: 
normal moved, defocused, and covered. Evan Ribnick et al.[8] introduced a new method for 
detecting camera tampering in real time. The technique involves comparing recent and older 
frames of video using three distinct measures of image dissimilarity, leading to accurate results. 
By setting optimal threshold values, the system can determine whether tampering has taken place 
with high precision. The approach proposed by the authors shows promise in addressing the issue 
of camera tampering in various applications. 
 Most of the researchers have been camera tamper detected after the camera tampered 
events happened, not to prevent before this event. In this proposed algorithm, early detect the 
tampering of the security camera in real-time video surveillance. 
3. Proposed Method 

 
Conventional video content analysis is used to detect abnormal activity events. It is not focused 

on camera tamper detection. In the proposed method, to early detection of camera tampering 
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attacks events embedded into are video content analysis systems based on object distance 
measurements. 

3.1. Architecture of camera tamper detection  
 

The proposed method addresses and resolves two common camera tampering issues such as 
defocused the cameras and blocked the camera lenses. A novel and efficient algorithm was 
developed by VCA to prevent camera tampering by utilizing computer vision techniques for object 
detection, tracking, and distance estimation methods as shown in Figure 2. 

 
Figure 2.Camera Tamper Detection in Video Content Analysis (VCA) 

 
 

3.2.   Pre-processing 
 

 Video preprocessing is a crucial first step to eliminate unwanted noise and enhance the 
image quality, leading to better performance and accurate detections. The first step in this proposed 
is that method input video is converted into RGB image frames, and then those images are 
processed into grayscale image frames. A Histogram Equalization (HE) is applied to the image 
frame to reduce illumination noise and enhance intensity[9]. Finally, image frames are smoothed 
using Gaussian blur. 

3.3.   Object Detection and Segmentation 
 

 Object detection is a vital role of the first processing stage in VCA[10]. If the object is 
detected first segment the If the object is detected first segments the foreground from the 
background scene in the video frames and extracts the foreground objects. In this object may be 
static or moving in the video frames. The proposed method requires both foreground moving and 
static objects detection in the videos. In general background subtraction method not performed 
well the static object detection while moving object detection[11].Hence, in this work to utilize 
the Adaptive Frame Difference (AFD) method[10].  In AFD, the number of inter-frames varies 
based on the variations in the images. The threshold value is calculated automatically using a 
modified triangular algorithm to reduce the noise. Its detects well both static and moving objects 
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in the videos. And also It detects objects which move fast or slow. The interframe difference 
method computes FD by finding the absolute difference of adjacent frames using Equation 1. 

( , ) ( , ) ( , )k k k n kFD x y f x y f x y T    

Where FDk is the difference image, k is the current image frame, n  is the background reference 
frame of the current frame, and a variables T is threshold. The static or moving foreground object 
region is separated from the background scene using the AFD method. The result of frame 
difference image is converted into a binary image and segments the region of interest (ROI) objects 
using binary threshold techniques[12].  Finally, remove the noise in the binary frame applied 
morphological closing operation as shown in Figure 3. 

 

(a) (b) (c) (d) 
Figure 3. (a) Reference frame (b)  current frame (c) foreground segment frame (d) ROI Object 
noises removed in the binary image frame 

 
3.4.   Object Tracking 

 Object tracking is the vital role of video surveillance in the trajectory position and 
orientation of objects[1][13] in each video frame. In this work, a contour-based object tracking 
method is used to track the detected objects. Segmented object contour features image 
moments(Eq.2),centroid(Eq.3) and Contour Area(Eq.4) are important of this proposed 
method[14][15].  Hence Contour-based object tracking algorithms[16] are used to find the shape 
of contour in the segmented objects, as well as to track the centroid position of the objects as shown 
Figure 4. 
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In Equation 2:  x and y denotes the row and column of pixel position and the pixel intensity of 
current location is I(x, y). Equation 3: Centroid of pixels p, q at the location of x, y in the ROI. 
Equation 4: w and h represents the contour boundaries width and height.  X and Y represent the 
pixel location. 
 Most of the proposed methods detected objects represented axis-aligned bounding boxes 
(AABB). Since this bounding box object coordinates of the bounding boxes parameters of xmin, 
ymin, width and height are calculated, the area of the rectangular object will be high aspect 
ratio[17] . Thus proposed method detected object shape is contour-based tracking in the video 
frames representing the orientation rotated boundary box. Objects with these two bounding boxes 
are compared with critical dimensions width and height as shown in Figure 4 (a) to (d). 

(a) (b) (c) (d) 

   

(e) (f) (g) (h) 
Figure 4. (a) to (d) comparsion of axis-aligned bounding blue box and rotated green box width 
and height. (e) to (h) r real-time frames  detect the human shape object perfect in the green box 
and accurately. 

 
In this method object’s dimensions (width and height) play a vital role in distance 
measurement[18]. The point is set as the centroid point of the contour shape target objects as shown 
in Figure 4. An accurate representation of an object's centroid is especially important for tracking 
objects in small regions of image frames.  

3.5. Camera Tamper Detection Algorithm 
 This proposed algorithm is developed for early detection of camera tampering based on the 
camera defocused and camera lens blocked. These two main attacks are made with objects such 
as metal sticks, clothes, foams, paints, and more. Hence, in this scenario, the purpose of the method 

(4) 
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is to measure the distance between a moving object and the camera's field of view. By measuring 
the distance to these objects the camera can detect attack events earlier. 
 Object Distance Estimation 
 A distance estimate of humans or any objects from a video surveillance camera is essential 
to the proposed method. Accordingly, a camera calibration system[19] can transform and measure 
real-world object coordinates into image coordinates using a set of parameters such as focal length, 
tilt angle, and camera height as shown in the Figure 5. 

 

 
Figure 5.Camera coordinate system in video surveillance 

 
 

To find the focal length[20], initially to measure the camera's distance from the camera to the 
reference image frame, the object width in the reference image frame and the detected object width. 
The focal length (F) is calculated as: 

FL =  
_  × _ _

_ _
 

 Where m_distance is the actual known distance from the camera to the object in the while captured 
image frame height, refimg_obj_width is the object width in reference image frame and 
real_obj_width is the detected moving real object width.  The main objective is to calculate the 
moving distance of the tracked object from the camera's point of view. The object distance (OD) 
is calculated as follows:  

OD =  
_ _  ×  

_ _
 

 
These equations 5 and 6 accurately estimate the distance of a moving object in front of the camera 
view. As a result of this estimated distance of the object that comes closest to the camera focus, it 
generates an alert for tamper detection events. The pseudo code of the camera tamper detection is 
as follow: 
 

(5) 

(6) 
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Input :measured distance, reference image object width, real object width  
Output: Alert for early camera tamper 
 
COMPUTE Focal Length FL (using Eq.5) 
COMPUTE Object Distance OD(using Eq.6) 
SET Framecount=0  
If  OD < 100 then // Defining a distance limit 
     Marked as RED box detected object in current frame  
     //Frame time counter started 
        If Framecount > 30 then // pre-defined Frame time 
           Confirmed  Anomaly event & Make Alert Sound 
        end if 
else 
     Discard and marked as Green box detected object in current frame  
end if 

4. Experimental Results and Discussions 
4.1. Experimental Environments 

 This system is implemented using Python 3.8 and OpenCV 4.1.2, and the processor is a 
Ryzen 5 3500U running at 2.10 GHz with 8 GB of RAM. To evaluate  the performance of the 
proposed algorithm, video sequences with three kinds of camera tampering  with a total of 64 
anomaly events were tested in the experiment, these are  Mock ATM setup video datasets[21] for 
camera-defocused(26),  real-time camera attacks in ATM premises  CCTV footage from 
YouTube[22] for camera-defocused(20), and  IP camera real-time videos for camera-lens 
blocked(18). 
 Experiment1: To evaluate the performance of the proposed algorithm the Immanuel 
Varghese's test video contains a scene of a person walking near the camera. In experimental 
conditions, it requires object distances to be outside predefined boundaries.  This algorithm 
accurately detects, tracks, and measures the distance of a moving person in the testing video. The 
person who crosses the limit will be detected (red mark) and an alert will be made as shown in the 
Figure 6. 
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a b c 
Figure 6. (a) Person accesses the ATM (b) Person crosses the limit (c) Person sustained the 
frame time & tamper alert 

  
Experiment2:  This experiment evaluated real-time CCTV camera attack footage on a YouTube 
video. Two persons enter the ATM premises. A person attacks the camera multiple times with iron 
stick. The Figure 7 shows that this algorithm can preemptively detect objects and people as they 
move too close to the camera before the camera strikes.  

a b c 
Figure 7. (a) Person enter ATM premises (b) Person crosses the limit (c) A person tries to attack 
the camera and earlier alert. 

 
 Experiment3: A real-time IP camera is used to perform a blocked assessment of the 
camera lens. In this real-time experiment, a cloth stick tries to cover the camera lens and the 
algorithm detects it early as shown in Figure 8. 

a b c 
Figure 8. (a) Object detects in Real-time IP camera (b) cloth crosses the limit (c)  The cloth tries 
to cover the camera lens and also earlier alert  

 
 

4.2. Performance Measures and Evaluations  
 

  The performance of the experimental results in the proposed algorithm is presented in terms 
of the number of false alarms, number of events Detected, percentage of true alarm rate and 
percentage of events detected rate for the camera defocused and blocked attacks in Table 1. 
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Table1 Camera tampering detection accuracy of the proposed algorithm 
Experiments False 

Alarms 
Missed 
Events 

True Alarm Rate Event Detection Rate 

Experiment 1 0 1 100% 96.5% 
Experiment 2 3 1 85.0% 95.0% 
Experiment 3 2 0 88.9% 100% 

 
In the above Table1, shows that a total of 2 anomalous events were missed, indicating an average 
of 3.1% missed events, and a total of 5 false alarms, indicating an average of 7.8% false alarms 
were obtained from the proposed algorithm. 
5. Conclusion  

   
  This paper implemented an algorithm for real-time camera tamper detection at an early 
stage. A proposed algorithm for detecting camera tampering demonstrates that it can detect both 
camera defocusing and blocking attacks based on object distance estimation. The other approaches 
use separate methodologies for each camera attack. The proposed algorithm reduces the processing 
time compared to the conventional algorithms and gives better results. Video sequences captured 
at nighttime in the same environment with an IR mode IP camera can be monitored for tamper 
attacks by the proposed algorithm. Furthermore, this system operates in real-time with a video 
frame rate of 20 to 30 frames per second. This algorithm provides a very low false alarm rate while 
providing high event detection rates in the experimental results. 
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