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Abstract - By dynamically proposing the most probable next action within a program's logic, based 
on the current contextual flow, Integrated Development Environments significantly accelerate the 
construction of software. The efficacy of three pre-trained language models in tackling multiple-
choice assessments pertaining to introductory and intermediate computer science coursework was 
investigated. Short instructional sequences (instead of "codings snippets") were commonly 
included in these assessments, offered at the post-secondary level. The emergence of this novel 
technology has sparked widespread discourse surrounding its potential benefits, such as the 
generation of practice exercises and explanations of written instructions, in the context of computer 
science education. Concerns regarding its potential misutilization, such as facilitating fraudulent 
behaviour, have also been raised within this domain. Despite limited knowledge concerning their 
effectiveness in analyzing instructional sequences within educational contexts, research into the 
reasoning capabilities of GPT models remains sparse. An investigation was conducted utilizing 
various OpenAI models to assess their performance on multiple-choice evaluations (formative and 
summative) drawn from three introductory computer science courses employing Java, 
encompassing a total of 530 questions. 
 
 

I. INTRODUCTION 
 

This study assessed the ability of a specific large language model, txt-vinci-X, to answer 
MOQs or multiple-option queries that often-included short pieces of code. The MCQs were drawn 
from introductory and intermediate Python programming courses, and a dataset of 613 MOQs was 
manually compiled from three existing courses The research employed a combined and mixed 
approach of basic pattern recognition and manual review to classify the questions into coherent 
categories based on their nature (e.g., questions posing true/false statements or inquiries regarding 
the provided code snippet's output). An analysis was conducted on the Generatively Pretrained 
Transformers models' performance across these categories to discern if specific question types 
yielded more accurate responses compared to others.Additionally, a comparison was made 
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between the older InstructingGPT txt-vinci-A model and the newer GPT-3.5 txt-vinci-B and txt-
vinci-C models to assess the progress achieved in recent years. This evaluation comes amid 
heightened public interest in the potential influence of GPT models on education, sparked by the 
recent release of OpenAI's ChatGPT1. 
                                                                              

 

Figure 1 Language Frameworks with sharing variables for comprehension and generating 
of codes 

As the sophistication and size of software development balloon, readily available collections of 
open-source projects offer an avenue to explore machine learning applications in source code 
designing[1]. This exploration often hinges on the recognition that source code shares 
characteristics with natural language, as it is constructed by and intended for human understanding, 
hence exhibiting similar statistical patterns [19].Leveraging statistical language models for source 
code modeling has proven beneficial for various software engineering tasks [19, 42, 46]. These 
include tasks like condensing code into summaries [23, 49], identifying identical or similar code 
segments [51, 52], and automatically fixing code errors [15, 47]. Notably, code completion, which 
suggests likely continuations based on existing code, has seen significant progress through this 
approach [17, 19, 27, 46].Concerns regarding potential misuse have led to restrictions on the tool's 
use in certain contexts. For instance, New York City public schools blocked it due to plagiarism 
and inappropriate content risks (Elsen-Rooney, 2023). Universities have responded by adapting 
assignments (Huang, 2023) and adopting detection tools like GPTZero (Bowman, 2023). Notably, 
OpenAI developed a similar tool. However, the effectiveness of these detection methods remains 
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unproven.A crucial feature of Integrated Development Environments (IDEs) is code completion. 
This feature accelerates software development by anticipating the most likely next element (token) 
based on the existing code. Recent advancements in deep learning have seen the application of 
Recurrent Neural Network (RNN)-based language models to understand and predict code patterns, 
contributing to this helpful feature [3, 27]. 

A) Masked bidirectional Language Modelling: Existing code completion methods struggle 
to accurately predict identifiers (meaningful names for variables or functions) because they 
hold valuable information for understanding the program. Therefore, creating 
representations for all program tokens, particularly identifiers, that capture both their 
context and general meaning would benefit both source code modelling and code 
completion. To achieve this, identifiers are masked within the programs, and the model is 
tasked with predicting these masked tokens based solely on the surrounding context. 

                                                                                           

 

Figure 2 Two-directional Language Model (Masked) 

B) Next Code segment Predicting:This study posits that comprehending connections between 
code sections is crucial for effective source code modeling. To facilitate this, a pre-training 
process is implemented using a binary "next code segment prediction" task. This task 
involves determining whether two sequences of code tokens follow each other within a 
given code snippet. 

C) Framework for Single-directional Language: This study incorporates a left-to-right 
language modeling task, where each token's internal representation reflects only the 
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information preceding it in the sequence. This training objective is crucial because tasks 
like code completion only access information from the left side of the current token.Once 
pre-trained, the model undergoes fine-tuning, where the pre-trained weights are adapted to 
the specific task of code completion. Instead of directly predicting the next token, a multi-
task learning approach is employed. This approach involves first predicting the type of 
token (e.g., variable, function), and then using this predicted type to inform the subsequent 
token prediction. 
                                                                                      

 

Figure 3 Predicting framework for following code portion 

 
II. RELATED WORKS 

A previous study (Savelka et al., 2023) assessed the ability of a specific GPT model (text-
davinci-003) to answer various question formats, including multiple-choice questions (MCQs), 
within the context of real-world programming courses. The study revealed that, while not 
capable of excelling across the entire range of assessments typically encountered in 
introductory and intermediate Python courses (scoring below 70% even in basic modules), 
these GPT models, when used directly, could still assist learners in achieving a significant 
portion of the total available score (over 55%). Multi-task learning is a technique that promotes 
better performance on multiple related tasks by sharing what they have in common. It does this 
by drawing valuable clues from the training data of each task, leveraging their similarities [4]. 
Think of it like studying for multiple related exams together: you learn the core concepts shared 
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between them, leading to a deeper understanding overall. This shared understanding, 
represented by layers hidden within the learning model, helps identify common features across 
all tasks. Additionally, by focusing on solutions that benefit all tasks simultaneously, the risk 
of overfitting to specific details of one task is reduced, making the model more adaptable to 
new tasks in the future. This approach has proven successful in various fields, including natural 
language processing (understanding and generating human language), speech recognition 
(converting spoken words to text), and computer vision (analysing and interpreting images and 
videos) [10, 14, 31, 9, 32, 34]. A previous study (Savelka et al., 2023) identified a key weakness 
in GPT models: difficulty handling tasks requiring multiple logical steps. Additionally, the 
study noted a discrepancy in performance between multiple-choice questions (MCQs) with 
and without code snippets. This research delves deeper into this phenomenon, specifically 
seeking to pinpoint finer details of MCQ characteristics that pose challenges for GPT models. 
                                                                                        

 

Figure 4 Language framework - single dimensional 

This study investigates the performance of GPT models on programming-related multiple-
choice questions (MCQs), a previously unexplored area. While past research evaluated GPT 
performance on MCQs in other domains, achieving varying success rates (including passing 
scores), no prior work specifically examined programming MCQs.For instance, Robinson et 
al. (2022) explored InstructGPT and Codex models on datasets requiring multi-step reasoning, 
memory, and reading comprehension (OpenBookQA, StoryCloze, RACE-m) and reported 
accuracy between 77.4% and 89.2%. Additionally, GPT models have demonstrated the ability 
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to generate code for programming assignments in higher education, with Drori and Verma 
(2021) utilizing Codex to solve computational linear algebra MCQs in Python with 100% 
accuracy. Furthermore, studies have shown GPT models achieving around 50% accuracy on 
various MCQ-based exams like the USMLE, MBE, and AICPA REG exam (Kung et al., 2022; 
Gilson et al., 2022; Li´evin et al., 2022; Bommarito II and Katz, 2022; Bommarito et al., 2023). 
 
III. MOTIVATION AND IDENTIFIED PROBLEM 

 
A. Language Framework (statistical): These models analyze word patterns in languages, 

assigning likelihood scores to sequences based on how often they appear together. 
Sequences judged "natural" by native speakers receive high scores, while unnatural or 
incorrect sentence structures receive lower scores. Interestingly, programming languages 
also exhibit predictable patterns, making them suitable for analysis using these same 
models [19]. 

B. Multiple-work Learning:Multi-task learning combines training on several similar tasks 
to boost overall performance. Sharing information between these tasks helps the model 
identify common patterns and features, leading to better generalization on unseen data [4]. 
Think of it like studying for multiple related exams together - you learn the core concepts 
shared between them, leading to a deeper understanding overall.This shared understanding, 
represented by "hidden layers" within the model, allows it to focus on solutions that benefit 
all tasks simultaneously. This reduces the risk of overfitting to specific details of one task, 
making the model more adaptable to new tasks in the future. This approach has proven 
successful in various fields, like understanding and generating human language (natural 
language processing), converting spoken words to text (speech recognition), and analysing 
and interpreting images and videos (computer vision) [10, 14, 31, 9, 32, 34]. 

 Previously-Trained Language Framework:  Prior training on massive datasets (pre-
training) has proven effective in natural language processing (NLP), achieving top 
performance across various tasks [citations]. This success can be attributed to several 
benefits: (a) Universal understanding: Pre-training exposes the model to a vast amount of 
text, allowing it to grasp general language patterns applicable to various NLP tasks.(b) 
Strong starting point: The pre-trained model provides a solid foundation for learning 
specific tasks, leading to better overall performance.(c) Reduced overfitting: Pre-training 
acts like a safeguard against overfitting to small datasets, ensuring the model generalizes 
well to unseen data.(d) Two main approaches utilize pre-trained language representations 
for specific tasks:Feature-based: These methods leverage pre-trained representations as 
additional information for the task-specific model.Fine-tuning: This approach directly 
adapts the pre-trained model to the specific task by adjusting its parameters. 
 

IV. PROPOSED SOLUTION 
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When given a program as a sequence of words (tokens), like "x1, x2, ..., xn", CugLM creates 
a unique representation for each word based on its context in the program.A sequence of tokens 
has been presented as 𝑥 = 𝑥 , 𝑥 , … . . , 𝑥 . For every one of these tokens CugLMs are designed 
that gets vectors based representations that has a definite context in case of every token. A 
framework of models has been demonstrated over Fig. 2. An adoption of a N-level transformers 
like a framework of languages for encoding  of vector of inputs like 𝑦 = 𝑦 , 𝑦 , 𝑦 , … . , 𝑦     𝑖n 
representing of context of differing layers  like in 𝐽 = [𝑗 , 𝑗 , 𝑗 , … … . , 𝑗 ] in which 𝐽 =

𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟𝑠[𝐽 ], with 𝑛 ∈ [1, 𝑁]. Over fig. 2 with following parts the omission of the 
superscripted L because of vectors that are hidden from ultimate levels 𝑗  for the making of the 
pictures of reduced complication. In cases of every level of the transformer, multiple heads of 
attention have been utilized for aggregation of results of the penultimate levels. Along with this 
the result of self-attentions headings 𝐵  are evaluated in the manner provided below:  
 
 

𝑅 = 𝐽 𝑋 , 𝐿 = 𝐽 𝑋 ,   𝑊 = 𝐽 𝑋  

 

𝑃 =
0, 𝑝𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑜𝑓 𝑎𝑡𝑡𝑒𝑛𝑑𝑖𝑛𝑔

−∞, 𝑠𝑡𝑜𝑝 𝑎𝑡𝑡𝑒𝑛𝑑𝑎𝑛𝑐𝑒
 

 

𝐵 = 𝑠𝑜𝑓𝑡𝑀𝑎𝑥
𝑅𝐿

𝑓
+ 𝑁 𝑊 

 

In which 𝐽 = 𝑅| |×  demonstrates the jth layer output. Questions 𝑄, key like 𝐿 along with 
magnitudes like 𝑊 have been evaluated through linear projections of the last level’s results 𝐽  

utilizing variable matrix like 𝑋 , 𝑋 , 𝑋 . 𝑃 ∈ 𝑅| |×| | represents matrices of masks which 
determine in case of a token pair might be sufficed by one another. In cases of varying before-
training aims matrices of different masks like 𝑀 for controlling of token of related contexts migh 
be attended by tokens in cases of computation of their demonstrations that are done over a 
particular context like shown in Figure 2. In cases of Language Models that have 2 directions 
contents of the matrices of mask have been initialized by zeros, that have the meaning of every 
token having connections with one another. In cases of 1 direction Language Model, above triangle 
like portion of masks are initialized to negative infinity showing every one of the tokens may 
connect the the token on the left with correct context and with thyself. Results of CugLM involves 
(a) for every one of the tokens that have been inputted a representation of vectors. (b) the 
presentations in [CLS] that represents the abbreviation of sequential demonstrations and might be 
utilized in cases of works of classifications. At the times of before-trainings, variables of a model 
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goes through the process of sharing and optimization for multiple aims like 2-directional Language 
Model, predictions of the part of Following Codes and 1  directionals Language Models. Following 
the before-training of these frameworks, fine-tuning might be performed in case of works that are 
in the lower streams. For the purpose of completing the codes fine-tuning of Cug Language Model 
is done by the authors. 

                                                                                 

 

                                               Figure 5 Demonstration of input information. Embedded inputs 
are addition of Embedded tokens and Part embeddings and  embedded locations. 

 

V. RESULTS AND DISCUSSIONS 
 

The experimental outcomes are presented in Table 2.The GPT models' performance clearly 
outstrips that of the Jaccard similarity baseline, as expected.Among the models tested, txt-vinci-C 
emerged as the leader, achieving an impressive 65.5% overall accuracy. Following closely behind 
was txt-vinci-B, with a score of 64.5%. txt-vinci-A's overall accuracy (mention the specific score) 
falls short of the other two models, suggesting further investigation is needed.As txt-vinci-B and 
txt-vinci-C share a closer developmental background, their performance similarity makes sense. 
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However, txt-vinci-A's independent development trajectory likely contributes to its distinct 
performance level.OpenAI's Codex, released in 2021 by Chen et al., marked a significant leap 
forward in GPT-3's ability to handle computer code.  

Query Sort J-similarity 
baselines 

txt-vinci-A Txt-vinci-B Txt-vinci-C 

Without Coding 

Right/Wrong 23 out of 50  

(46 percent) 

27/50 

(54 percent) 

29/50 

(58 percent) 

42/50 

(84 percent) 

Recognize 
Right/Wrong 
statements 

11 out of 100 

(11 percent) 

15 out of 100 

(15 percent) 

48 out of 100 

(48 percent) 

62 out of 100 

(62 percent) 

Completion 
Statements 

8 out of 37 

(21.6 percent) 

24 out of 37 

(64.8 percent) 

31 out of 37 

(83.7 percent) 

33 out of 37 

(89.2 percent) 

Others 15 out of 54 

(27.8 percent) 

25 out of 54 

(46.3 percent) 

43 out of 54 

(79.6 percent) 

51 out of 54 

(94.4 percent) 

Net 57 out of 241 

(23.6 percent) 

91 out of 241 

(37.7 percent) 

151 out of 241 

(62.6 percent) 

188 Out of 241 

(78 percent) 

 

This groundbreaking model directly paved the way for the development of the subsequent txt-
vinci-B.Txt-vinci-C tackles non-code MCQs with an impressive 77.9% accuracy, but its score 
drops to 59.5% when faced with code snippets, indicating a notable difference in its 
capabilities.With a 77.9% success rate on non-code MCQs, txt-vinci-C demonstrates its strength. 
However, its accuracy falls to 59.5% when encountering code snippets, revealing a potential area 
for improvement.We can be extremely confident that this observed difference isn't just random 
noise due to the statistically significant p-value of less than 0.0001.The presence of both code and 
natural language likely increases the information density and complexity of the input compared to 
natural language alone.There's a chance that, specifically in our setup, the average difficulty level 
of questions with code is higher compared to questions without code.Completion-oriented MCQs 
seem to be txt-vinci-C's strength, where it excels with a remarkable 87.1% accuracy. However, its 
broader capabilities, as measured by other question types, score 60.1%, indicating a potential area 
for further development. This difference is statistically significant (p < 0.0001). The observed 
disparity is demonstrably statistically significant, with a p-value well below 0.0001.Given their 
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specialization in prompt completion, it's unsurprising that GPT models perform well in this 
specific task, as seen in this finding. 

Query Sort J-similarity 
baselines 

txt-vinci-A Txt-vinci-B Txt-vinci-C 

Coding 

Right/Wrong 9 out of 25 

(36 percent) 

23/50 

(46 percent) 

26/50 

(52 percent) 

31/50 

(62 percent) 

Recognize 
Right/Wrong 
statements 

17out of 100 

(17 percent) 

19 out of 100 

(19 percent) 

45 out of 100 

(45 percent) 

41 out of 100 

(41 percent) 

Filled-in 7 out of 37 

(18.9 percent) 

12 out of 37 

(32.4 percent) 

24 out of 37 

(64.8 percent) 

35 out of 37 

(94.6 percent) 

Completion 
Statements 

14 out of 54 

(25.9 percent) 

19 out of 54 

(35.2 percent) 

42 out of 54 

(77.7 percent) 

42 out of 54 

(77.7 percent) 

Net 47 out of 216 

(21.8 percent) 

73 out of 216 

(33.8 percent) 

137 out of 216 

(63.5 percent) 

149 Out of 216 

(68.9 percent) 

 
VI. CONCLUSION 

The assesments of workings of txt-vinci-A variants of GPTs utilizing vast collections of 
five hundred thirty multi-choice queries an important parts of those codingssnippets taken from 
3 differing programming-based Python curriculum. The models of txt-vinci-C exhibits largest 
capabilities and exhibits a totality of accuracies of 65.5% compared with similarity baselines 
of Jaccard’s of 23.4%. Although the achieved performance is commendable, there seem to be 
evident constraints.Initially, it seems that the multi-choice queries featuring code excerpts 
posed a slightly greater difficulty (59.5%) for the model compared to those lacking code 
(77.9%).Furthermore, multi-choice queries prompting completion of sentences or filling 
blanks seem to be addressed with significantly higher efficacy (87.1%) in contrast to 
alternative question formats (60.1%).Hence, the capacities of GPT models appear constrained 
when confronted with multi-choice queries related to computer code that demand reasoning 
extending beyond simple completing tasks (56.6%).Although our examination of GPT models' 
effectiveness across various MCQ types provided many valuable observations, it is bound by 
numerous constraints and offers ample opportunity for enhancement. 
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