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ABSTRACT: The network traffic should be monitored and analyzed to detect malicious activities 
and attacks to ensure reliable functionality of the networks and security of users’ information. 
Machine learning techniques can be applied to detect the network attacks. Network security is one 
of the major concerns of the modern. With the rapid development and massive usage of internet 
over the past decade the vulnerabilities of network security have become an important issue. Our 
approach is to use three learning techniques in parallel gated recurrent unit (GRU), convolution 
neural network as deep techniques and Random Forest as an ensemble technique. Our main goal 
is that the task of finding attacks is fundamentally different from these other applications, making 
it significantly harder for the intrusion detection community to employ machine learning 
effectively. The performance of the proposed system is compared with conventional machine 
learning algorithms namely, Logistic Regression (LR), Naïve Bayes (NB), K-Nearest Neighbor 
(KNN), Decision Tree (DT) and Random Forest (RF) methods. Machine learning methods can 
automatically discover the essential differences between normal data and abnormal data with high 
accuracy. In addition, machine learning methods have strong generalizability, so they are also able 
to detect unknown attacks. The much more popular kinds of cyber security risks are evaluated 
using machine learning algorithms which describe how machine learning is used for computer 
defense such as the identification and avoidance of attacks, vulnerability scanning and recognition 
and public internet risk assessment. 
 

INDEX TERMS: Cyber security, Malware detection, Machine learning, cyber threat intelligence. 
Cyber-attacks. 
1. INTRODUCTION  
Concerns over security and privacy regarding computer networks are increasing in the world, and 
computer security has become a requirement as a result of the spread of information technology in 
daily life [1]. The first intrusion detection system was proposed in 1980 [2]. In fact detection of 
the attack types is not constantly mandatory, because the imperative idea is detecting a survival of 
the attack and then removing it for making sure the protection [2]. Therefore, systematic techniques 
have been developed to discover attacks and estimate the suitable security policies for different 
attack situations [3]. As novel attacks can be found using anomaly detection techniques it is highly 
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advantageous than signature based intrusion detection techniques. Intrusion Detection algorithms 
can be applied for both n [4]. Cyber security involves techniques and technologies to protect the 
device's software network and data from unauthorized and unauthenticated access, malware 
attacks and network attacks [5]. A recurrent neural network (RNN) with gated recurrent unit 
(GRU) base, a convolution neural network (CNN) and a non-parametric method named Random 
Forest, are used for detecting the type of connection which classifies them as normal or attack [6]. 
We present some datasets with descriptions and compare the performance to represent the 
approaches to show current state of working of attack detection methods with deep learning. 
Finally, we summarize this work and discuss some ways to improve the performance of attack 
detection under thoughts of utilizing deep learning structures [7]. 

 
Figure 1. Machine Learning in Cyber Security 

 
2. RELATED WORKS  
The rate of attacks against networked systems has increased melodramatically, and the strategies 
used by the attackers are continuing to evolve. For example, the privacy of important information, 
security of stored data platforms, availability of knowledge[9].The selection is performed by a 
DAE, where a key processes to add weights to its loss function, which helps improve the selection 
results by placing more emphasis on the attack samples [10]. Misuse detection is also called 
signature-based detection. The detection process matches the signatures of samples using a 
signature database. The main problem in constructing misuse detection systems is to design 
efficient signatures [11]. Artificial intelligence is a tool that identity thieves use to mislead and 
manipulate users to supply sensitive data or function, for example to perform the wire transfer and 
to press on something like a harmful link. ML takes advantage of the activities of the crooks by 
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making [12].The paper presently enhances SVM categorization accurateness and faster training 
and testing times. Moreover it reveals upright calculations in two-category and five-category 
classification [13]. Unlike previously mentioned works, [8] analyses several ML-based approaches 
for intrusion detection for identifying various issues. Issues related to the detection of low-
frequency attacks are discussed with a possible solution to improve the performance further 
[14].Some strategies are followed for the proposed unified method, including a fuzzy set concept 
for asset criticality, a device study classifier for random prediction, and a composite evaluation 
version for comparing the effectiveness of controls [15]. 

 
Figure 2. System Architecture 

 
3. SYSTEM ARCHITECTURE 
Network data is mostly encapsulated in network packets, which provide the load in the network. 
Network traffic is the main component for network traffic measurement, network traffic control 
and simulation. [16]. It is important to note that this entire process requires no supervised 
information. Many famous auto encoder variants exist such as de noising auto encoders and sparse 
auto encoders [17]. RBMs distinguish between the forward and backward directions the weights 
in both directions are the same. RBMs are unsupervised learning models trained by the contrastive 
divergence algorithm and they are usually applied for feature extraction [18]. We have analyzed 
3widelyused tools for learning strategies, namely: Selection Tree, Deep Belief Network and 
Support Vector Machine. Most review articles target only one specific risk[19]. 
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Figure 3. The structure of an auto encoder 

 
4. PROPOSED SYSTEM 
System is an orderly group of interdependent components linked together according to a plan to 
achieve a specific objective. Its main characteristics are organization, interaction, interdependence, 
integration and a central objectiv As it is mentioned earlier RNN networks have the ability to 
remember previous entries [20]. This means that we can use RNN as a time analysis tool. In many 
modern and sophisticated attacks malicious codes is injected in distributed patterns using bonnets 
or embedding the codes among many legal packets [21]. Data pre-processing is required to 
transform the data into a format usable by machine learning algorithms. After these operations, the 
properties to be used by the algorithms are decided in the feature selection. The randomness of 
these two deep methods obliges us to use a more robust classifier. 

 
Figure. 4. Proposed Operation Scheme 
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5. METHODOLOGIES 
The network security datasets are available in two ways, First, from packet monitoring software 
such as Wire shark, Tcp dump, Win Dump etc but these data will not be labeled and a lot of time 
will go into labeling hence may not be suitable for modeling purposes [22]. One machine learning 
algorithm or technique for developing an intrusion detection system can be used as a standalone 
classifier or single classifier. 
Decision Tree Creating a classifier for predicting the value of a target class for an unseen test 
instance, based on several already known instances is the task of Decision tree (DT). Through a 
sequence of decisions, an unseen test instance is being classified by a Decision tree. 
Naive Bayes: On the basis of the class label given Naive Bayes assumes that the attributes are 
conditionally independent and thus tries to estimate the class-conditional probability [15]. Naive 
Bayes often produces good results in the classification where there exist simpler relations 
K-nearest neighbor: Various distance measure techniques are being used in K-nearest neighbor. 
K-nearest neighbor finds out k number of samples in training data that are nearest to the test sample 
and then it assigns the most frequent class label among the considered training samples to the test 
sample. 
 N, 
Artificial Neural Network: (ANN) is a processing unit for information which was inspired by the 
functionality of human brains [23]. Typically neural networks are organized in layers which are 
made up of a number of interconnected nodes which contain a function of activation. 
Support Vector Machines: (SVM) was introduced in mid1990’s [5]. The concept behind SVM 
for intrusion detection basically is to use the training data as a description of only the normal class 
of objects or which is known as non-attack in intrusion detection system and thus assuming the 
rest as anomalies [11]. 
Fuzzy Logic: For reasoning purpose, dual logic's truth values can be either absolutely false (0) or 
absolutely true (1), but in Fuzzy logic these kinds of restrictions are being relaxed [60]. That means 
in Fuzzy logic the range of the degree of truth of a statement can hold the value between 0 and 1 
along with '0' and '1'[13]. 
 
6. GENETIC ALGORITHMS 
 Genetic algorithms are a family of problem-solving techniques based on evolution and natural 
selection. This section gives a brief overview of genetic algorithms. The goal of genetic algorithms 
is to create optimal solutions to problems. Potential solutions to the problem to be solved are 
encoded as sequences of bits, characters or numbers [23]. 
An Auto-Encoder (AE) is a type of neural networks with the same number of neurons in both input 
and output layer [24]. It is mainly used for dimensionality reduction for better representation of 
data. Auto-Encoder is an unsupervised learning model and applies back propagation. The input 
and output layer consist of N nodes and hidden layer consist of K nodes. Hidden layer of AE is 
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known as abstract layer. For a given training data set X with m samples, the encoder performs the 
mapping of input vector to hidden vector using mapping function. 
Input: Dataset D= {x1, x2, ..…..xm} with m samples, number of hidden layers L  
Output: Output of each hidden unit  
Step 1: for l ∈[1, L] do  
Step 2: initialize Wl= 0, Wl ’= 0, bl= 0, bl ’= 0  
Step 3: define the l-th hidden layer /  Nrepresentation vector hl= f(Wl hl-1+ bl)  
Step 4: define the l-th hidden layer output xl’= f( Wl’hl+bl)  
Step 5: while not stopping criterion do  
Step 6: calculate hl from hl-1  
Step 7: calculate yl 
Step 8: calculate the loss function  
Step 9: update layer parameters θl= (Wl, bl) and θl’= (Wl ’ , bl ’ )  
Step 10: end while  
Step 11: end for  
Step 12: Initialize (Wl+1, bl+1) at the supervised layer  
Step 13: calculate the labels for each sample xi of the training dataset D  
Step 14: perform BP in a supervised way to tune parameter of all layers; 
 
7. EXPERIMENT RESULTS 
Through the review on cyber-attack detection using deep learning algorithms, the following 
challenges are addressed. By using multi-layer perceptron (MLP)-based intrusion detection 
scheme, a mean square error was slightly high.. The performance of Deep auto encoder is 
compared with classical machine learning algorithms. Support vector machine and artificial neural 
network are the most popular approaches for single learning algorithm classifiers and number of 
comparative samples is less but the comparison result implies that Support Vector machine is by 
far the most common and considered single classification technique. Hybrid classifiers in intrusion 
detection have established in the mainstream study due to the performance accuracy in recent times 
Statistics shows hybrid classifiers have the highest number of articles used algorithms in each 
article and their performance in intrusion detection system. 
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Figure.5. Learning curve accuracy for the multiclass classification model 

 
8. CONCLUSION AND FUTURE WORK 
The present time, assessments of help vector machine, ANN, CNN, Random Forest and significant 
learning estimations reliant upon current CICIDS2017datasetwere presented moderately. Results 
show that the significantlearning estimation performed generally best results over SVM, ANN, 
RFand CNN. In this paper a deep auto-encoder based intrusion detection system has been proposed 
and its performance is compared with classical machine learning algorithms on the NSL-KDD 
dataset.Our proposed IDS is able to update the dataset and learn to deal with new misclassified 
records. The response time should be as low as possible for detecting and stopping cyber attacks 
and the false negative rate should be as low as possible. Since the false negative rate is inversely 
proportional to recall, the recall score should be as high as possible. There are multiple new 
intrusions were seen within each broader category. When the model was trained and evaluated on 
the train-validation split, the model performance was quite high, compared to test set accuracy 
where new intrusions are seen. Removal of redundant and irrelevant features for the training phase 
is a key factor for system performance. Consideration of feature selection will play a vital role in 
the classification techniques in future work we applied various machine learning algorithms 
independently from each other. In the future, we sould like to combine different machine learning 
algorithms as a multi-layered model to improve the detection performance. 
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