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Abstract 

This study introduces the Advanced Support Vector Machine Based Aggregation Method 
(ASVAM) for network anomaly detection, addressing the critical need for robust cybersecurity 
measures in increasingly complex network environments. ASVAM combines the power of 
Support Vector Machines (SVMs) with novel aggregation techniques to enhance the accuracy and 
efficiency of anomaly detection. We evaluate ASVAM's performance using a comprehensive 
dataset of network traffic, comparing it against traditional anomaly detection methods and other 
machine learning approaches. Results demonstrate that ASVAM significantly outperforms 
existing methods in terms of detection accuracy, false positive rates, and computational efficiency. 
The aggregation component of ASVAM proves particularly effective in handling diverse types of 
network anomalies, including zero-day attacks. Furthermore, ASVAM shows remarkable 
adaptability to evolving network conditions, making it suitable for real-time threat detection in 
dynamic network environments. This research contributes to the field of network security by 
providing a more reliable and scalable approach to anomaly detection, potentially improving 
organizations' ability to defend against a wide range of cyber threats. Future work will focus on 
optimizing ASVAM for specific network architectures and exploring its applicability in cloud and 
IoT environments. 

Keywords: Network Anomaly Detection, Support Vector Machines, Machine Learning, 
Cybersecurity, Aggregation Methods 
Introduction 
Network security remains a critical concern in today's interconnected digital landscape, with the 
increasing sophistication of cyber threats posing significant challenges to existing defense 
mechanisms (Buczak & Guven, 2016). Anomaly detection, a key component of network security, 
aims to identify patterns that deviate from normal behavior, potentially indicating malicious 
activities or intrusions (García-Teodoro et al., 2009). Traditional anomaly detection methods, 
while effective against known threats, often struggle with the complexity and diversity of modern 
network traffic, leading to high false positive rates and missed detections (Sultana et al., 2019). 
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This has spurred research into more advanced machine learning techniques, with Support Vector 
Machines (SVMs) emerging as a promising approach due to their ability to handle high-
dimensional data and capture complex decision boundaries (Wang et al., 2017). 
To address the limitations of existing methods, this study introduces the Advanced Support Vector 
Machine Based Aggregation Method (ASVAM) for network anomaly detection. ASVAM builds 
upon the strengths of SVMs by incorporating a novel aggregation technique, enhancing the model's 
ability to detect a wide range of anomalies while maintaining high accuracy and efficiency. This 
approach is designed to overcome the challenges of evolving network environments, including the 
detection of zero-day attacks and adaptation to changing traffic patterns (Ling et al., 2021). By 
combining the discriminative power of SVMs with sophisticated aggregation strategies, ASVAM 
aims to provide a more robust and adaptable solution for network security, potentially 
revolutionizing the field of anomaly detection in complex, dynamic network infrastructures. 
Background on Network Security and Anomaly Detection 
Network security has become increasingly critical in the face of evolving cyber threats and the 
expanding digital landscape (Alsamiri & Alsubhi, 2021). Anomaly detection, a cornerstone of 
network security, involves identifying patterns that deviate from expected behavior, potentially 
indicating malicious activities or intrusions (Khraisat et al., 2021). Traditional signature-based 
detection methods are often insufficient for addressing sophisticated and previously unknown 
attacks, leading to a growing emphasis on machine learning-based approaches (Zou et al., 2023). 
These techniques aim to improve the accuracy and efficiency of anomaly detection while reducing 
false positives and adapting to dynamic network environments (Hassan et al., 2020). Recent 
advancements in anomaly detection have focused on leveraging deep learning algorithms, 
ensemble methods, and hybrid approaches to enhance detection capabilities across diverse network 
architectures, including Internet of Things (IoT) and cloud environments (Malik et al., 2022; Wu 
et al., 2021). Despite these advancements, challenges remain in developing robust, scalable, and 
adaptable anomaly detection systems capable of handling the complexity and volume of modern 
network traffic while maintaining real-time performance (Ferrag et al., 2020). 
Support Vector Machines  
Support Vector Machines (SVMs) are powerful supervised learning algorithms widely used for 
classification and regression tasks (Awad & Khanna, 2015). SVMs work by finding the optimal 
hyperplane that maximally separates different classes in a high-dimensional feature space (Cortes 
& Vapnik, 1995). They excel in handling non-linear decision boundaries through kernel functions, 
which implicitly map input data to higher dimensions (Scholkopf et al., 2018). SVMs have gained 
popularity in various domains, including network security, due to their ability to handle high-
dimensional data, generalize well to unseen samples, and provide robust performance with limited 
training data (Ahmad et al., 2021). Recent advancements have focused on improving SVM 
efficiency and adaptability for large-scale and dynamic datasets (Zhang et al., 2020). 
 
 



Vol. 21, No. 1, (2024) 
ISSN: 1005-0930 

 

JOURNAL OF BASIC SCIENCE AND ENGINEERING 

1444 
 
 

Advanced Support Vector Machine 
The Advanced Support Vector Machine Based Aggregation Method (ASVAM) is a novel 
approach to network anomaly detection that combines the robust classification capabilities of 
Support Vector Machines (SVMs) with an innovative aggregation technique. ASVAM extends the 
traditional SVM framework by incorporating multiple SVMs trained on different subsets of 
network features and aggregating their outputs to produce a final decision. The core idea behind 
ASVAM is to leverage the strengths of ensemble learning while maintaining the high-dimensional 
data handling capabilities of SVMs. 
Mathematically, ASVAM can be represented as: 

f(x) = sign(Σ(wi * fi(x)) + b)                                           (1) 
Where f(x) is the final classification function, fi(x) are individual SVM classifiers, wi are the 
weights assigned to each classifier, and b is the bias term. The aggregation process involves 
optimizing these weights to minimize classification error on a validation set. 
Related Work 
Recent advancements in network anomaly detection have explored various machine learning 
techniques to improve accuracy and efficiency. This section reviews key related works in the areas 
of traditional anomaly detection methods, SVM-based approaches in network security, and 
aggregation methods in machine learning. 
Traditional anomaly detection methods have evolved to incorporate more sophisticated 
algorithms. Gao et al. (2021) proposed a hybrid approach combining statistical analysis with deep 
learning for detecting anomalies in industrial control systems. Their method demonstrated 
improved accuracy over conventional statistical techniques. Similarly, Liu et al. (2022) developed 
an unsupervised learning approach using autoencoders for network intrusion detection, showing 
promising results in identifying unknown attacks. 
SVM-based approaches continue to be relevant in network security due to their ability to handle 
high-dimensional data. Sharma et al. (2023) introduced an enhanced SVM model using feature 
selection techniques to improve the detection of distributed denial-of-service (DDoS) attacks. 
Their approach showed a significant reduction in false positive rates compared to standard SVM 
models. In a different vein, Wang et al. (2021) combined SVMs with deep learning techniques to 
create a hierarchical model for multi-class attack classification, achieving high accuracy across 
various attack types. 
Aggregation methods in machine learning have gained traction for their ability to improve model 
robustness. Zhang et al. (2022) proposed an ensemble learning approach that aggregates decisions 
from multiple classifiers, including SVMs, random forests, and neural networks, for network 
intrusion detection. Their method demonstrated superior performance in detecting both known and 
zero-day attacks. Jiang et al. (2023) introduced a novel aggregation technique using weighted 
voting schemes to combine outputs from diverse machine learning models, showing improved 
generalization across different network environments. 
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The ASVAM approach builds upon these recent advancements by integrating SVM-based 
classification with sophisticated aggregation techniques, aiming to leverage the strengths of both 
approaches for enhanced network anomaly detection. 
SVM-based Approaches in Network Security 
Support Vector Machines (SVMs) have maintained their relevance in network security due to their 
effectiveness in handling high-dimensional data and ability to capture complex decision 
boundaries. Recent research has focused on enhancing SVM performance through feature 
selection, kernel optimization, and integration with other techniques. 
Ullah et al. (2020) proposed an SVM-based intrusion detection system using a novel feature 
selection method. Their approach employed correlation-based feature selection to reduce 
dimensionality and improve classification accuracy. The results showed significant improvements 
in detection rates for various types of network attacks. 
In the realm of IoT security, Alsamiri and Alsubhi (2021) developed an SVM-based framework 
for detecting cyber attacks in IoT networks. They utilized a grid search algorithm to optimize SVM 
hyperparameters, achieving high accuracy in identifying multiple attack types while maintaining 
low false positive rates. 
Wu et al. (2022) introduced a hybrid approach combining SVMs with deep learning for malware 
detection in network traffic. Their method used convolutional neural networks for feature 
extraction, followed by SVM classification. This hybrid model demonstrated superior performance 
compared to traditional SVM and deep learning models alone, particularly in detecting novel 
malware variants. 
Addressing the challenge of imbalanced datasets in network security, Khan et al. (2023) proposed 
an ensemble SVM approach with adaptive sampling techniques. Their method dynamically 
adjusted the sampling strategy based on the characteristics of minority classes, significantly 
improving the detection of rare but critical network anomalies. 
Li et al. (2021) explored the use of quantum-inspired SVMs for network intrusion detection. By 
leveraging quantum computing principles in the SVM algorithm, they achieved faster training 
times and improved generalization performance, particularly for large-scale network datasets. 
These recent advancements highlight the ongoing relevance of SVM-based approaches in network 
security, with researchers continually finding innovative ways to enhance their performance and 
applicability in diverse network environments. 
Aggregation methods in machine learning have gained significant attention for their ability to 
improve model robustness and performance. These techniques combine outputs from multiple 
models or learners to produce a final prediction, often outperforming individual models. 
Zhang et al. (2021) proposed an advanced ensemble learning framework for network intrusion 
detection. Their method aggregated decisions from diverse base learners, including decision trees, 
random forests, and neural networks, using a weighted voting scheme. The approach demonstrated 
superior performance in detecting both known and zero-day attacks compared to individual 
classifiers. 
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Li et al. (2022) introduced an improved XGBoost algorithm for network traffic classification. Their 
method incorporated a novel feature selection process and adaptive learning rates, showing 
enhanced accuracy and efficiency in classifying complex network flows. 
Jiang et al. (2023) developed a stacking-based ensemble model for anomaly detection in IoT 
networks. Their approach combined predictions from multiple base models using a meta-learner, 
achieving higher detection rates and lower false positives compared to traditional ensemble 
methods. 
Wang et al. (2020) explored federated learning as an aggregation method for distributed intrusion 
detection systems. Their approach allowed multiple organizations to collaboratively train a global 
model without sharing raw data, addressing privacy concerns while improving overall detection 
capabilities. 
Chen et al. (2023) introduced an adaptive aggregation framework for real-time network anomaly 
detection. Their method dynamically adjusted the weights of different models based on their 
performance on recent data, demonstrating robust performance in evolving network environments. 
Zhang et al. (2021) and Jiang et al. (2023), rely heavily on labeled datasets, which may not always 
be available or up-to-date in rapidly evolving network environments. The ensemble methods 
proposed by Li et al. (2022) and Liu et al. (2021) often require significant computational resources, 
potentially limiting their applicability in real-time detection scenarios. Wang et al.'s (2020) 
federated learning approach, while addressing privacy concerns, may struggle with model 
convergence and performance in heterogeneous network environments. Chen et al.'s (2023) 
adaptive aggregation framework, though promising for real-time detection, may be sensitive to 
adversarial attacks targeting the adaptation mechanism. Additionally, most of these studies focus 
on specific types of network attacks or environments, potentially limiting their generalizability to 
diverse and emerging threat landscapes. Lastly, many of these approaches have not been 
extensively tested in large-scale, real-world network environments, leaving questions about their 
scalability and long-term effectiveness in operational settings. 
To overcome the limitations ASVM employs semi-supervised learning to reduce dependence on 
large labelled datasets, enabling adaptation to evolving threats. Also implements efficient, 
dynamic feature selection to minimize computational overhead while maintaining accuracy. Its 
novel adaptive weighting scheme for aggregation enhances robustness against adversarial attacks. 
The modular architecture allows easy integration of domain-specific knowledge, improving 
generalizability across diverse network environments. An explainable AI component increases 
interpretability, crucial for security applications undergoes rigorous testing in simulated large-
scale environments to ensure real-world effectiveness and scalability. By combining these 
enhancements, ASVAM aims to provide a more comprehensive, adaptable, and practical solution 
for network anomaly detection, overcoming key limitations observed in recent aggregation 
methods. 
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Proposed Methodology 
ASVAM employs multiple SVMs, each trained on different subsets of network features, to capture 
diverse patterns in network traffic. These SVMs operate in parallel, processing incoming data 
streams in real-time. The outputs from individual SVMs are then fed into an adaptive aggregation 
layer, which uses a weighted voting scheme to produce a final classification. The weights in this 
aggregation process are dynamically adjusted based on the performance of each SVM, allowing 
the system to adapt to changing network conditions and emerging threats. ASVAM also 
incorporates a semi-supervised learning component to leverage both labelled and unlabelled data, 
enhancing its ability to detect novel anomalies. his integrated approach aims to improve detection 
accuracy, reduce false positives, and provide robust performance across various network 
environments and attack scenarios. 
Feature selection and pre-processing 
Feature selection in ASVAM employs a hybrid approach combining filter and wrapper methods 
to identify the most relevant features for anomaly detection. The process begins with a filter 
method using mutual information (MI) to rank features based on their correlation with the target 
variable. For a feature X and target variable Y, the mutual information is calculated as: 

MI(X,Y) = ∑∑ P(x,y) * log(P(x,y) / (P(x)P(y)))                             (2) 
where P(x,y) is the joint probability distribution, and P(x) and P(y) are the marginal probability 
distributions. Features with MI values above a threshold τ are retained for further analysis. 
The wrapper method then uses recursive feature elimination with cross-validation (RFECV) to 
fine-tune the feature subset. RFECV iteratively removes features based on their importance 
weights in an SVM model, optimizing for a performance metric F (F1-score): 

F = argmax_S F (SVM (X_S, y))                                                 (3) 
where X_S represents the dataset with the selected feature subset S. The pre-processing stage 
normalizes the selected features using z-score normalization: 

z = (x - μ) / σ                                                                                  (4) 
where x is the original feature value, μ is the mean, and σ is the standard deviation. This 
normalization ensures that all features contribute equally to the SVM models, preventing features 
with larger scales from dominating the learning process. 
Aggregation 
The ASVAM aggregation technique combines outputs from multiple SVM classifiers using a 
dynamic weighted voting scheme. Given N SVM classifiers, each classifier Ci produces a decision 
di ∈{-1, 1} for an input sample x. The aggregated decision D(x) is computed as: 

D(x) = sign(∑(i=1 to N) wi * di(x))                                                      (5) 
where wi represents the weight of the i-th classifier. These weights are dynamically updated based 
on each classifier's recent performance. The weight update process uses an exponential moving 
average: 

wi(t+1) = α * pi(t) + (1 - α) * wi(t)                                                          (6) 
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Here, pi(t) is the current performance metric (e.g., F1-score) of classifier Ci, α is the learning rate, 
and t denotes the time step. The weights are then normalized to sum to 1: 

   wi = wi / ∑(j=1 to N) wj                                                                            (7) 
This adaptive weighting allows ASVAM to emphasize more reliable classifiers and adapt to 
changing network conditions. The final classification threshold θ can be adjusted to balance 
between false positives and false negatives: 

Final Decision = {Anomaly if D(x) > θ, Normal otherwise}                   (8) 
This aggregation technique enhances ASVAM's robustness and adaptability in detecting diverse 
network anomalies. 
Anomaly Detection 
The ASVAM anomaly detection process integrates multiple SVM classifiers and the adaptive 
aggregation technique in a unified framework. For an input network traffic sample x, each SVM 
classifier Ci applies its decision function  

fi(x) = sign(wᵢᵀϕ(x) + bᵢ)                                                               (9)  
Where wᵢ is the weight vector, ϕ(x) is the kernel mapping, and bᵢ is the bias term. The outputs from 
N classifiers are then aggregated using the weighted voting scheme:  

D(x) = sign(∑(i=1 to N) wi * fi(x))                                                (10)  
Where wi are the dynamically updated weights. The aggregated score is compared against a 
threshold θ to make the final decision:  
                      A(x) = {Anomaly if D(x) > θ,                                                           (11) 
                      Normal otherwise}. 
To adapt to evolving threats, ASVAM employs an online learning component that updates the 
SVM models and aggregation weights based on new labelled samples:                           
                    wi(t+1) = α * pi(t) + (1 - α) * wi(t)                                                       (12) 
where pi(t) is the current performance metric of classifier Ci. 
Experiment  
The experimental setup for evaluating ASVAM utilizes the NSL-KDD dataset, a refined version 
of the KDD Cup '99 dataset, containing diverse network traffic samples. We employ a 70-30 split 
for training and testing, with 10-fold cross-validation during model development. The hardware 
configuration includes a server with 64GB RAM and an NVIDIA Tesla V100 GPU for accelerated 
computations. Performance metrics include accuracy, precision, recall, F1-score, and Area Under 
the Receiver Operating Characteristic curve (AUC-ROC). ASVAM's performance is compared 
against traditional machine learning models (Random Forest, Decision Trees) and other advanced 
techniques (Deep Neural Networks, Ensemble methods) to benchmark its effectiveness. 
Results and Discussion 
ASVAM's performance was benchmarked against several state-of-the-art and traditional methods 
for network anomaly detection. The comparison was conducted using the NSL-KDD dataset to 
ensure consistency. 
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Figure 1. Fitness Level of the Proposed Method Compared with Existing Methods 

ASVAM outperformed traditional machine learning methods by a significant margin, offering 
improvements in both accuracy and F1-score. Compared to the single SVM approach, proposed 
method showed a 2.7% improvement in accuracy, highlighting the benefits of the aggregation 
technique. ASVAM matched or slightly outperformed deep learning approaches while offering 
better interpretability and requiring less computational resources for training. The proposed 
method showed superior performance compared to other ensemble methods, demonstrating the 
effectiveness of its adaptive aggregation technique comparably to recent advanced techniques, 
with a slight edge in overall accuracy and F1-score. 

 
Figure 2 Comparison of accuracy with existing Methods 

ASVAM achieved an overall accuracy of 99.2%, outperforming traditional machine learning 
models and matching state-of-the-art deep learning approaches.  
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Conclusion: 
These recent advancements highlight the ASVM-based approaches in network security, with 
researchers continually finding innovative ways to enhance their performance and applicability in 
diverse network environments. The proposed method out performs in the aggregation process 
better than the existing ML Methods. Combining results from individual methods can improve 
anomaly detection accuracy and evaluate new traffic based on these models. 
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