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Abstract:  In the realm of e-commerce, where transactions involve multiple participants such as 
buyers, sellers, and intermediaries, the detection of fraudulent activities presents a significant 
challenge. This results in substantial financial losses, with billions of dollars being lost each year. 
Given the expected surge in the volume of online transactions in the upcoming years, there is a 
critical need for improved fraud detection strategies. These algorithms work by learning patterns 
in the data that indicate fraudulent activity. Pattern detection involves discovering the 
discriminative features in the data. Compared to all related reviews on fraud detection, this survey 
covers much more technical articles and is the only one, to the best of our knowledge. A long time 
ago, many methods are utilized for fraud detection system such as Support Vector Machine 
(SVM), K-nearest Neighbor (KNN), neural networks (NN), Fuzzy Logic, Decision Trees, and 
many more. All these techniques have yielded decent results but still needing to improve the 
accuracy. We establish a process model concerning the B2C e-commerce platform, incorporating 
the detection of user behaviors. Secondly, a method for analyzing anomalies that can extract salient 
features from event logs is presented. The implementation of the model involves the use of the 
artificial bee colony (ABC) algorithm to acquire initial weight values. After that, in each step, the 
agent obtains a sample and performs a classification, with the environment providing a reward for 
each classification action.  
 
Index Terms: reinforcement learning; artificial neural network; artificial bee colony; imbalanced 
classification, e-commerce; machine learning; feature engineerin 
 
INTRODUCTION  
Fraud refers to intentional dishonesty or deception by an individual or group of people with the 
aim of obtaining financial benefits [1]. As a result of the increase in online transactions such as 
shopping and insurance claims, there is a new level of fraudulent activity that individuals and 
businesses reports indicate that the increase in fraudulent activities in e-commerce transactions 
during the first quarter of 2018 was significantly higher than the growth rate of e-commerce 
transactions in 2016 [2]. In this study  basic machine learning algorithms (decision tree [3], logistic 
regression [4], random forest [5] and extreme gradient boosting [6]) are used to detect fraud in 
ecommerce transactions using a newly created dataset. It is impossible to be absolutely certain 
about the legitimacy of and intention behind an application or transaction. Given the reality the 
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best cost effective option is to tease out possible evidences of fraud from the available data using 
mathematical algorithms [7]. In connection with the issue, data mining is used as exploratory data 
analysis with the assistance of other sciences in which searching for hidden and unknown 
information out of a huge amount of data is under focus. The operation of finding the hidden data 
or special information in a large amount of data is very hard and complicated. Merge of data mining 
with other methods such as machine learning, databases, and artificial intelligence has expanded 
very fast to detect patterns [8]. We propose a process-based method, where user behaviors are 
recorded and analyzed in real time and historical data is transformed into controllable data [9]. We 
incorporate a multi-perspective detection of abnormal behaviors[6]. This project combines the 
advantages of process mining and machine learning models by introducing a hybrid method to 
solve the anomaly detection in data flows, which provides information about each action 
embedded in a control flow model [10]. 

 
Figure 1. Hierarchy chart of white-collar crime perpetrators from both firm-level and 

community-level perspectives 
 

1.  RELATED WORKS  
To address this gap this study employs two conceptual models derived from literature to 
investigate the environmental impacts of e-commerce. Collecting 303 responses through a 
structured questionnaire from the Gulf Cooperation Council (GCC) countries the study validates 
and evaluates the proposed models assessing the relevance of each construct and its underlying 
items [11]. Big Data Analytics, through the use of machine learning, is more wide-reaching, 
economical, precise, and automated [12]. This powerful combination of Big Data and machine 
learning has opened up new possibilities for businesses and organizations across various industries 
enabling them to extract valuable insights, make data-driven decisions, and optimize their 
operations like never before [13]. Proposed a clustering-based approach for detecting fraud in e-
commerce transactions In another study, Xie et al [14] proposed a decision tree-based approach 
for e-commerce fraud detection. They showed that their approach can detect fraudulent 
transactions effectively and with high accuracy. We propose a hybrid approach that amalgamates 
association rule learning and process mining. The resultant findings demonstrate that the hybrid 
method exhibits a lower false discovery rate and furnishes higher accuracy in comparison to the 
process-mining technique [15].  
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2. SYSTEM MODELS 
The most increased difficult data mining problem is fraud detection because fraudsters have the 
ability to change their behavior to look like legal behavior. This confusing behavior creates a 
serious challenge to differentiate between legitimate and fraud transactions [16]. The proposed 
system combines the advantages of process mining and machine learning models by introducing a 
hybrid method to solve the anomaly detection in data flows, which provides information about 
each action embedded in a control flow model [17]. The continuously new attack is observed and 
so there is a need for advanced methods for detecting such frauds from the datasets. Hyperdization 
of various methods can be useful to detect fraud at an early stage [18]. 

 
Figure 2. System Architecture. 

3. PROPOSED SYSTEM 
The data is prepared using pre-processing methods by normalizing and removing missing values, 
outliers and other inconsistencies. After structuring the data, the ChiSquare feature selection 
method is applied to determine which feature is most effective in classification. [19]. The proposed 
system combines the advantages of process mining and machine learning models by introducing a 
hybrid method to solve the anomaly detection in data flows, which provides information about 
each action embedded in a control flow model. By modeling and analyzing the business process 
of the e-commerce system, this method can dynamically detect changes in user behaviors, 
transaction processes, and noncompliance situations, and comprehensively analyze and identify 
fraudulent transactions from multiple perspectives [20]. 
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Figure 3. Workflow of the proposed approach. 

5. OUTLIER DETECTION TECHNIQUES  
1) Unsupervised: It is the process in which no information about the dataset class distribution is 
available beforehand. This approach is widely used now a day.  
2) Supervised: The dataset consists of class objects is classified as normal or abnormal. But the 
limitation of FMN method is that, user has to tune the parameters to get good recognition accuracy. 
The recognition accuracy at the cost of recall time is increased in the above stated method.  
3) Semi-supervised: This method is use pre-classified data but only learns data which is marked 
normal. The normal class is taught but the algorithm learns to recognize abnormality. It can learn 
the model gradually as new data arrives, tuning the model to improve the fit as each new epitome 
becomes available [21] 

 
Figure 4. Modes of operation of outlier detection techniques 

6. ALGORITHMS  
This section examines four major methods commonly used, and their corresponding techniques 
and algorithms 
1. Naive Bayes  

 Type: Supervised learning, classification  
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 Concept: A probabilistic classifier based on Bayes'  It calculates the probability of an email 
being spam based on the probabilities of individual words appearing in spam emails.  

 Strengths: Simple, efficient, fast for large datasets, effective for text classification.  

 Weaknesses: Assumes independence of features can be sensitive to rare features 
2. Logistic Regression 

 Type: Supervised learning, classification  

 Concept: Models the relationship between features and a binary class label using a sigmoid 
function.  

 Strengths: Simple to understand and interpret, works well with linear data, efficient for large 
datasets.  

 Weaknesses: Limited to binary classification problems by default  may not perform well for 
non-linear data. 
3. Decision Tree Classifier 

 Type: Supervised learning, classification  

 Concept: Creates a tree-like model where each internal node represents a feature test, and each 
leaf node holds the class label.  

 Strengths: Easy to interpret, can handle both categorical and numerical features, works well 
with missing data.  

 Weaknesses: Prone to overfitting if not pruned, can be sensitive to small changes in the data.  
4. Extra Trees Classifier 

 Type: Ensemble learning, classification  

 Concept: Similar to a random forest, but builds multiple decision trees using random feature 
selection at each split point. Improves accuracy and reduces overfitting.  

 Strengths: Robust to overfitting, handles mixed data types, good feature importance estimation.  

 Weaknesses: Can be less interpretable compared to single decision trees, may require more 
computational resources for training 

 
Figure 5. Structured diagram of the possible data for analysis algorithms 
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7. EXPERIMENTAL STUDY  
In the experimental study, the default parameters are set for each classifier implemented and 
feature selection method since these parameters give promising experimental results. The 
evaluation results of each machine learning method are obtained by dividing the data set cross 
validation on this data, the data is divided into ten equal-sized folds. The model is trained ten times, 
using a different fold as the validation set and the other nine folds as the training set, to better 
assess the performance of the model for the entire data set. To further validate the fraud detection 
effects of our model under the three aforementioned cases, we consider various performance 
indicators under 50 rounds of tests and calculate their average values. The perspectives under the 
case of integrating data flow and control flow features illustrate that these two kinds of 
characteristic data only consider one aspect of the user's anomaly. After learning the two types of 
data through the machine learning model, 

 
Figure. 6. The performance metrics of the proposed model are graphed against different values of 

λ in the reward function 
 
8. CONCLUSIONS AND FUTURE OPPORTUNITIES 
In conclusion, our exploration into developing a state-of-the-art fraud detection system highlighted 
the importance of choosing the right algorithm to address the complex and dynamic nature of 
fraudulent transactions. The proposed model on a broader and more varied dataset of e-commerce 
transactions to assess its ability to generalize This would allow assessing whether the model is 
robust enough to identify fraud patterns in different scenarios and datasets which is crucial for its 
practical applicability. Hybrid methods give the best accuracy than using the individual method. 
Naive Bayes algorithms are easy to implement in engineering and easy to work in fraud detection 
models, but NB classifier is a log-linear model, subsequently, it is not optimal for non-linear 
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problems with high complexity. As future work, related deep learning techniques and model 
checking methods would be incorporated into the proposed framework to achieve higher accuracy. 
Additionally, incorporating more time-based features into the behavior patterns to enhance the 
precision of risk identification  
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