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Abstract 

A data-driven threat model (d-TM) for cloud-based ecosystems is presented in this study, with a 
focus on a thorough method of detecting and evaluating risks at every stage of data processing. 
Threat layers, actors, and a shared knowledge base are all included in the d-TM framework, which 
offers an organized threat analysis procedure that is assessed using a case study. The method 
emphasizes how important data is to corporate operations and how important it is to evaluate 
security risks in a comprehensive way when moving to cloud environments. risks are examined at 
every layer—agent, network, compute, application, and storage—by using a tier-based paradigm, 
which guarantees that risks are examined regardless of where the data is stored. Additionally, the 
model uses extensive knowledge bases including MITRE CWE, CAPEC, and NIST SP 800-53 for 
threat analysis and detects various threat actors, such as business users, operators, systems, and 
malicious actors. The steps of threat detection, mitigation, data collecting, and analysis make up 
the threat analysis process, which offers a methodical way to handle security risks related to cloud 
computing. 

Keywords: Cybersecurity, AI-enabled analytics, Big Data, Cloud administration, Threat 
detection, Mitigation strategies. 

1. INTRODUCTION  

Cloud computing's quick uptake has completely changed how businesses operate by providing 
unmatched flexibility, scalability, and cost-effectiveness. But this change has also brought up a 
complicated new world of cyberthreats that defy established security protocols. Due to the 
abundance of data and the ever-changing nature of cloud systems, improved threat mitigation 
techniques are required.  

 

Figure 1: Cybersecurity 
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This article investigates how cloud administration might improve cyber threat mitigation using AI-
enabled big data analysis. Organizations may proactively discover, assess, and mitigate cyber risks 
by using artificial intelligence and vast data analytics. This approach guarantees strong protection 
for their cloud-based assets. 

1.1.The Threat Analysis Driven by Data 

The data-driven threat model (d-TM), which offers an organized framework for identifying and 
analyzing risks inside the cloud ecosystem, is the central component of our suggested solution. 
Enabling complete security measures, the d-TM approach stresses a holistic perspective of 
vulnerabilities across all stages of data handling, from creation to storage. Based on technical 
reasoning and business operations, the model examines organizational data to identify the proper 
control measures for total security assurance. 

1.2.Justification for Using a Data-Driven Approach 

Since data is a company's most precious asset, it is critical to evaluate risks from all angles 
pertaining to data. Cloud systems, where data is the primary emphasis, can prove to be too complex 
for traditional threat analysis methodologies. Businesses that go to the cloud mostly share their 
data with cloud service providers. Therefore, creating efficient cloud-based security solutions 
requires a data-driven strategy that supports the d-TM approach. 

1.2.1. d-TM Deployed Concepts 

Several crucial ideas that are necessary for in-depth threat analysis are included in the d-TM: 

 Threat Layers in Cloud Computing: Threats are investigated at several levels of the 
cloud architecture, such as the agent, network, compute, application, and storage layers, 
using this tier-based method. Every layer is a possible point of attack, and threats are 
evaluated according to the functions and capacities of the appropriate IT teams. 

 Threat Actors: It's critical to identify prospective actors—both human and artificial. 
Within the model, distinct access levels and intents are assigned to business users, 
operators, systems, and threat actors. 

 Common Security Knowledge Base: The d-TM offers an extensive set of controls and 
countermeasures for threat analysis by using well-known knowledge bases such as MITRE 
CWE, MITRE CAPEC, and NIST SP 800-53. 

2. LITERATURE REVIEW  

Reddy, A. R. P. (2021) proved crucial for identifying cyberthreats in cloud systems. Through the 
evaluation of massive amounts of real-time data, AI systems were able to accurately identify 
emerging hazards, harmful activity, and trends. This made it easier for cloud security teams to 
keep up with attackers and adapt to new attack techniques. Artificial intelligence (AI)-powered 
threat intelligence systems provide perceptions into the cyber threat landscape, enabling proactive 
mitigation tactics and informed decision-making. 
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Jagatheesaperumal, et.al., (2021) article provided an overview of AI and big data in Industry 4.0, 
focusing on their applications, techniques, concepts, enabling technologies, challenges, and 
research perspectives. It highlighted the importance of AI and big data in various applications of 
Industry 4.0, emphasizing key challenges such as availability, bias, auditing, management, 
interpretability, communication, and security issues. 

Das, A. K., et.al., (2021) for AI-enabled industrial cyber-physical systems (ICPSs), a novel key 
management protocol envisioned by blockchain technology was put forward. Through this 
protocol, keys were formed between gateway nodes and IoT-enabled smart devices. Cloud servers 
received partly generated blocks from fog servers, which they then verified and added to the 
blockchain. The Big Data Analytics AI algorithms found great use for the protocol. 

Tao, F., et.al., (2021) protecting the confidentiality of information, AI in the Cybersecurity Market 
scheme assists enterprises in identifying, reporting, and thwarting cyber threats. Reliable 
cybersecurity solutions are required in light of growing awareness, technological improvements, 
and knowledge acquisition. Political rivalry, global information theft, and non-secular cluster 
interest are the main causes of cyberattacks. Past research on cybersecurity using AI is discussed. 

3. RESEARCH METHODOLOGY  

Numerous papers now under publication concentrate on threat analysis and cloud-related risks. 
This section offers a summary of the previous research that is pertinent to our methodology. 

3.1. Model and Standards for Threat Analysis 

Cloud-based technologies put data security and integrity at risk. Effective defenses against these 
risks include attack trees, PASTA, STRIDE, NIST SP 800-154, and the IEEE CSP Standardization 
Program. These technologies guarantee data integrity, evaluate the state of cyber security, and 
pinpoint resources that are susceptible. Organizations are assisted in identifying and resolving 
security concerns related to cloud services by the CSP Standardization Program. 

3.2.Cloud Threats 

With the identification of seven major security risks, cloud threats are a serious worry. The aims 
of cloud migration, such as cost reductions, teamwork, scalability, and IT efficiency, are the main 
emphasis of the research. Emphasis is placed on a thorough risk management system that is divided 
into risks to infrastructure, data, and applications. Three approaches are proposed: threat 
intelligence, ontology-based, and threat model. The new risk assessment model (CSCCRA) is 
determined to be the best. 

4. DATA ANALYSIS  
4.1.The Data Driven Threat Analysis 

In order to detect and analyze risks in a cloud-based ecosystem, a structured method called the 
data-driven threat model (d-TM) has been developed. It takes into account every stage of the data, 



JOURNAL OF BASIC SCIENCE AND ENGINEERING 

184 
Vol. 17, No. 1, (2020) 
ISSN: 1005-0930 

allowing for the proper management measures to ensure security. Actors, shared knowledge bases, 
and danger layers are all part of the study technique. 

4.2. Reasoning behind the Data-Driven Approach 

Businesses consider data to be a valuable asset, thus risks need to be evaluated from every angle. 
The goal of threat analysis is to reduce system risk, particularly during cloud migration. For cloud-
based solutions, a data-driven strategy that supports the d-TM approach is essential. 

4.3.d-TM Deployed Concepts 

The following list of principles for the data-driven threat analysis is taken into consideration by 
this study. 

4.3.1. Threat Layers in Cloud Computing 

Based on a tier-based model of cloud architecture, the threat analysis technique enables businesses 
to investigate risks to data at any point in the infrastructure, independent of the location of the data. 
The model highlights the route of data flow from user to cloud and vice versa by taking into 
account five levels that might provide a potential attack surface. The suggested method guarantees 
adaptability to different kinds of clouds, enabling enterprises to assess risks at any juncture in the 
infrastructure, irrespective of the location of data. 

4.3.2. Threat Actors 

An "actor" may be any of four sorts who try to get access to an organization's digital resources: 
business users, business operators, business systems, and threat actors. When doing threat analysis, 
identifying possible attack scenarios, and putting security measures in place, the actor is essential. 

4.3.3. Common Security Knowledge Base 

d-TM advises using NIST SP 800-53 for threats analysis, MITRE CAPEC for threats, and MITRE 
CWE for weaknesses. These knowledge bases include information on impact, mitigation, and 
interdependence in addition to classifying and comparing threats and organizing adversary 
activity. 

4.4.Threat Analysis Process 

The data collection, analysis, threat analysis, and mitigation phases make up the step-by-step 
procedure of the threat analysis known as the d-TM method. It prioritizes vulnerabilities, creates 
a data-driven analysis, and offers measures to lessen dangers 

4.4.1. Phase 1 Data Collection 

In order to fully comprehend crucial business services and the supporting infrastructure assets, this 
phase gathers data on the digital services offered by the organization, business logic, and the 
development of an asset inventory. There are two steps in it. 
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Step 1: Recognize services and business processes 

Step 2: Recognize the Assets of the Business Infrastructure 

4.4.2. Phase 2 Data Analysis 

Business logic was realized and crucial business services and supporting infrastructure were 
defined in the previous step. The following is a discussion of the steps in this phase: 

Step 1— Determine and Retrieve Data-Levels 

Step 2—Construct Data-flow Diagram 

4.4.3. Phase 3 Threat Analysis 

Step 1—Identify Weaknesses and Associated Threats 

Step 2—Prioritise Threats 

Factor 1: Target Business (Bt) 

Based on variables related to threat incidence and attacker gain, the first factor determines the 
probability of an attack on an organization. It takes into account the attacker's motive, attack 
history, and public knowledge of threats. Two measures for Bt are included in the matrix in Table   

Table 1: Matrix of business as target 

Bt  Threat Occurrence Likelihood  

Attacker- Gain Scale  High  Medium  Low  

High  H M H 

Medium  M L M 

Low  L H M 

Metric 1: Danger Occurrence has three scales that show the likelihood of a certain danger 
materializing for an asset: 

 High (H): This danger affects the organization at least twice in a year. Within a year, 
industry analysts predict this threat to be the most dangerous assault for organizations that 
are comparable to it; 

 Medium (M): This danger affects the organization once every twelve months. Within a 
year, industry analysts predict that this danger will be a medium-rated assault for firms that 
are comparable to it; 
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 Low (L): During a two-year period, the organization encounters this hazard once or not at 
all. According to industry analysts, this danger is a medium-to low-rated assault that 
occurred on firms that are comparable to them in the previous two years. 

Metric 2: Assailant-Gain, which comes in three sizes—high, medium, and log—represents the 
intention behind the assault, which might include national interests, personal renown, curiosity, or 
personal gain. 

Factor 2 Threat-Complexity (Tc) 

There is now a system for determining if a danger is high, medium, or low complexity. Building 
upon the basis of the Attacker-Capability and Access-Complexity matrices is the correlation 
matrix. The following is a definition of the correlation matrix and two metrics: 

 Metric 1: Attacker-An attacker's "capability" to exploit a vulnerability includes all of their 
available resources, opportunities, experience, and tools. An individual's talents might be 
rated as high, average, or poor. 

 High: A high degree of proficiency and understanding combined with sufficient resources 
to create openings for ongoing assaults. 

 Moderate: Possessing a moderate degree of knowledge and skill together with enough 
resources to provide a notable capacity to create many openings and persistent assaults. 

 Low: A low degree of skill and knowledge, with little resources and an open door to assault. 
 Metric 2: Access-difficulty is crucial for assessing vulnerabilities and implementing 

security solutions since it determines the level of complexity attackers and security analysts 
need to exploit them. 

 Multi-level Access: The attacker needs a certain kind of access that is difficult to get and 
often involves many stages of assault, necessitating a lot of skill and effort. 

 Single-level Access: The attacker must fulfill a few special conditions, requiring a 
reasonable degree of effort and expertise, in order to get access.  

 Direct: The attacker doesn't need to meet any specific access restrictions. 

Table 2: Matrix of threat complexity 

Tc  Access- Complexity Levels  

Levels of attack capability Multi-level  Single- Level  Direct  

High  H M  M 

Medium  M H M 

Low  M L L 

 Business-Impact (Bi) Factor 3 
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In order to find the business impact and threat priority, the third factor is calculated by 
comparing the outcomes of the first two factors (Bt and Tc) with the business impact (Bi). An 
important consideration is the likelihood of effect, which might be high, medium, or low, on a 
company. However, the overall connection result is shown in Table 3. 

Table 3: The threat priority matrix is shown in the table. 

Threat 
Priority  

Bi  

Tc 

 

Bt                         

High  Medium  Low  

Low  Medium  High  Low  Medium  High  Low  Medium  High  

High  VH  VH  M M M H H L VL 

Medium  VH M L H L M H M L 

Low  M L L M M M M VL L 

• High (H): The firm cannot operate without mission-critical services, which have a high 
predicted effect and serve essential functions. 

• Medium (M): The company may continue for a while, but there will likely be a medium 
effect on the supporting service. 

• Low (L): Businesses operate with little disruption and are projected to have a low effect. 
4.4.4. Phase 4 Threat Mitigation 

The goal of this last stage is to identify the appropriate measures to lessen dangers that have been 
discovered and provide overall security assurance. 

Step 1— Establish Controls 

In order to assess suggested mitigation solutions based on risks detected, security analysts should 
use CWE principles to determine essential procedures and enumerate pertinent NIST security 
control families. 

Step 2—Determine Assurance-level 

Threats, controls, and data are evaluated to define the overall assurance level of cyber security; 
high levels indicate complexity, efficacy, and completeness. 
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To ensure completeness (Ct), controls are put in place to decrease or eliminate risks, protecting 
certain data levels at specific points in time. 

 High (H = 3): Control doesn't need any more improvements or supporting controls since it 
already has the characteristics needed to lessen the possibility of the danger. 

 Medium (M = 2): Control offers some characteristics to lessen the possibility of a danger, 
but further improvements or auxiliary controls are needed. 

 Low (L = 1): The control offers a modest feature that greatly lowers the possibility of the 
danger; nonetheless, more improvements or supporting controls are needed. 

Effectiveness (Ef): The capacity of security measures to successfully guard against, identify, and 
address threats is known as effectiveness. This suggests that it has to be able to stop the danger 
before it starts, identify it when it does, and react effectively to lessen its effects. 

 High (H = 3): Control attempts to stop attacks before they start and to identify and act upon 
them when needed, all without the need for further improvements or auxiliary controls. 

 Medium (M = 2): Control attempts to fulfill two fundamental functions, such defense and 
assault detection without reaction. Still, further improvements or auxiliary controls are 
needed. 

 Low (L = 1): Control attempts to fulfill a single, fundamental function, such identifying an 
assault without offering any defense or countermeasure. Still, further improvements or 
auxiliary controls are needed. 

Complexity (Cx): An organization's security team may have difficulties while implementing or 
running control; these obstacles may be overcome by ensuring seamless integration and 
overcoming complexity resulting from process or lack of understanding. 

 High (H = 1): The team has the necessary capabilities to install and run the control, and it 
can blend in smoothly with the organization's infrastructure. 

 Medium (M = 2): The team lacks the necessary skills to install and run the control, and it 
can be incorporated into the organization's infrastructure with few alterations. 

 Low (L = 3): The team lacks the necessary abilities to install and run the control since it is 
a complicated operation to integrate control into the organization's infrastructure. 
 

5. CONCLUSION  

In cloud-based systems, a complete method for detecting and reducing risks is the data-driven 
threat model (d-TM). It provides a comprehensive security assessment by taking into account risks 
across all cloud architecture levels and different threat actors. For accuracy and dependability, the 
model makes use of extensive knowledge bases such as MITRE CWE, CAPEC, and NIST SP 800-
53. Threat identification, threat analysis, data gathering, and threat mitigation are the four stages 
of the threat analysis process. The efficacy of the d-TM method in guaranteeing comprehensive 
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security assurance for enterprises migrating to or functioning inside cloud environments has been 
shown, underscoring the need of adaptable security protocols. 
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